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Abstract. Personality can be defined as a set of characteristics which makes a person unique. Psychological theory suggests that
people’s behavior is a reflection of personality. Therefore, it is feasible to predict personality through behavior. Conventional
personality assessment is performed by self-report inventory. Participants need to fill in a tedious inventory to get their personality
scores. In the large-scale investigation, every returned inventory needs manual computation, which costs much manual efforts and
cannot be done in real time. In order to avoid these shortages, this research aims to objectively predict the Big-Five personality
from the usage records of Sina Microblog. Since its initial launch in December, 2005, Sina Microblog has been the leading
microblogging service provider in China. Millions of users upload and download resources via microblogging status everyday.
Therefore, by conducting an online user survey of 444 active users, this paper analyzes the relation modes between personality
and online behavior. Furthermore, this research proposes multi-task regression and incremental regression to predict the Big-
Five personality from online behaviors. The results indicate that correlation factors are significant between different personality
dimensions. Besides, our training data set is reliable enough and multi-task regression performs better than other modeling
algorithms.
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1. Introduction

Personality uniquely characterizes an individual,
and profoundly influences user’s mental status and so-
cial behaviors [2,36]. In psychological definition, per-
sonality is the particular combination of emotional, at-
titudinal, and behavioral response patterns of an in-
dividual [9]. One of the mostly influential and gen-
erally accepted personality theories is the big-five
personality theory [17,23], which includes five ba-
sic traits: Agreeableness (Agre.), Conscientiousness
(Cons.), Extraversion (Extr.), Neuroticism (Neur.), and
Openness (Open.), to form human personality [18].

Psychological theory suggests that people’s behav-
ior is a reflection of personality. Therefore, it is feasible
to predict personality through behavior [30]. From the
point of view of behavior, agreeableness reflects the
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individual behavioral characteristics, such as conduct-
ing help, cooperation and sympathy for others. Consci-
entiousness includes elements of self-discipline, orga-
nization and thoroughness of planning, as well as the
need for achievement. Extraversion is directly related
to social skills, talkative ability and personal charm.
Neuroticism reflects the degree of emotional stability,
and has a close link to mental health (depression and
anxiety). Openness reflects the richness of the individ-
ual imagination, aesthetic feelings, degree of dedica-
tion, and curiosity about new things [18].

Conventional personality assessments use self re-
port inventory [23]. Although inventory method can
accurately return the personality score of the partici-
pant with a profound theoretical basis, it still has many
deficiencies. Firstly, self-report method is inefficient,
as it costs a great deal of manpower and material re-
sources in large-scale experiments. The answers of re-
turned inventories need to be manually inputted into
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Fig. 1. Hierarchical treatment scheme.

the calculators. To avoid the manual mistakes in the
typing work, usually, the third party review is needed
to check out the whole process. Secondly, it takes long
time to complete inventory survey. The returned ques-
tionnaires require manual processing and labeling cal-
culation. No matter how fast the manual handlings
are done, it still needs several days to get the results
in hundred-user survey. Hence, the inventory method
cannot return the results in time.

To address these issues, much research focuses on
the online environment [3,4,16,20], such as microblog
sites. The development of information technology pro-
vides a new method to conduct the research on person-
ality and behavior [32]. Microblog becomes a popu-
lar tool for social communication [1,38]. According to
China Internet Network Information Center, the num-
ber of Chinese microblog registered users is 370 mil-
lion until July, 2013 [14]. Since its initial launch in
December 2005, Sina Microblog has been the lead-
ing microblogging service provider in China, and has
become the destination for both uploading and down-
loading resources by status and photo/video-sharing.
Sina Microblog, launched by Sina.com, is a microblog
site which provides a Twitter like microblogging ser-
vice. Users can upload pictures or messages via the
web pages, WAP pages, mobile client, Short Message
Service (SMS), Multimedia Message Service (MMS).
Sina Microblog can be understood as a “micro-blog”
or “one sentence blog”. Users can compile what they
see, hear or think to sentences or a picture which can
be shared anytime, anywhere via computer or mobile
phone to a friends. Meanwhile, as a social networking
sites, users can follow friends, and watch the messages
released by their friends in real time. Besides, Sina
Microblog also releases its Application Program Inter-
faces (APIs) [37] for third party application develop-

ment (http://open.weibo.com). After acquiring the au-
thorization of APIs, users’ behavior data can be down-
loaded automatically.

Current personality related research [33,47] pays at-
tention to variation relationship between personality
and other variables. In classical personality research,
people try to find its influence on behavior [46]. That
is to conclude the special kind of behavior of some
people with special personality. Recently, the develop-
ment of information technology brings a new idea for
psychology. Web behavior, a special behavior, attracts
many scholars. However, the automatical prediction of
personality is still in the beginning.

Therefore, this paper proposes to predict the big-five
personality traits from user’s microblogging behaviors
by means of hierarchical treatment scheme shown in
Fig. 1. Using Sina Microblog APIs, a large scale of
user behavior data with users’ personality labels is
downloaded in data layer. There are 29 Microblog-
ging based features designed to predict and compute
user’s big-five personality traits in feature layer. In
verification layer, in order to evaluate the quality of
the dataset, this paper compares the predicting effect
between incremental regression and linear regression,
and proves that our processed dataset is reliable. In the
practical application of machine learning, it is very of-
ten to encounter multiple related tasks learning prob-
lem. The tasks share the same training set, and rela-
tively independent but with some contact. The tradi-
tional idea trains model respectively for each task. This
method considers only the information on each task,
and ignores the correlation or shared information be-
tween tasks. In order to improve learning outcomes,
the multi-task learning [11] is used in this paper. On
the dataset, relevant factors exist between the five di-
mensions of personality [26], hence, a personality pre-
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diction model based on multi-task regression is estab-
lished which works better than the other models in
model layer. The main contributions of this paper are
as follows:

– This paper manage to predict Sina Microblog
users’ big five personality through analyzing on-
line behavioral characteristics. Setting user’s on-
line behavior as independent variable while per-
sonality score as dependent variable, this paper
proposes a novel personality prediction method.

– The multi-task regression algorithm is used to
predict the Big Five personality, and improve the
prediction accuracy. Since big five personality is
a multi-dimensional vector, this paper compares
different algorithms and proves that multi-task re-
gression works better than sing task regression.

The following part of this paper is organized as fol-
lows: Section 2 narrates the collection of online data
and personality traits in detail. Section 3 presents the
algorithm flow of incremental regression and multi-
task regression. The experiment results are shown in
Section 4. In Section 5, a detailed discussion is made
for the whole steps. Section 6 is the related work by
other research groups. Finally in Section 7, we make
the conclusion about this research and look forward to
the future work.

This paper is an extended version of our paper at
the 2013 IEEE/WIC/ACM International Conference
on Web Intelligence [7]. In this paper, the details of
the experiment are described, such as the selection
strategy of the participants and the selection of mi-
croblogging features. Besides, more discussion have
been done on the experimental results, including how
the algorithm parameters are selected, how the online
features are related with personality, the practical ap-
plication of personality prediction and so on.

2. Material and data preparation

The hierarchical treatment scheme shown in Fig. 1
is the core frame of this research. In this research, the
whole system can be separated into four layers accord-
ing to the different functions.

The main function of the bottom data layer is to
build a large set of users’ microblogging records.
Luckily, Sina Microblog opens the APIs for pro-
grammer automatically collecting users’ microblog-
ging data. Besides, users’ personality situations are es-
sential to label their records. Therefore, this research

develops an online experiment platform to meet the
above requirements. In feature layer, 45 Microblog-
ging related features are designed according to other
related studies [16,24]. Meanwhile, stepwise regres-
sion is used to conduct feature selection. At the end, 29
features are selected as the characteristic space. Ver-
ification layer is designed to estimate the quality of
the dataset and verify the precondition of using multi-
task regression. For the microblogging data, the com-
parison of predicting effect between incremental re-
gression and linear regression can prove whether our
processed dataset is reliable or not. For the personal-
ity tasks, they share the same training set, and rela-
tively independent but with some under verified con-
tact. Once the contact is proved, multi-task regression
can be suitable for big five personality prediction. In
model layer, a personality prediction model based on
multi-task regression is established which works better
than the other models.

2.1. Survey design

An online experiment platform is implemented for
the survey. The flow chart of the platform is shown in
Fig. 2. The platform is a Web Access Connection to
Sina Microblog, in which participants could log in the
platform with Sina Microblog account. Respondents
are invited through the “@” function of microblogging
status. They accessed the questionnaire through their
Sina Microblog accounts, and firstly are asked to con-
sent to participate in the study and assert that they are
18 years or older. Due to the ethical issues of survey
study, participants need to inform consent for the ex-
perimental process. In our study, the purpose of the ex-
periment is told to all participants and they can choose
to take part in the survey freely. Figure 3 is the display
of our informed consent. Once participants click the
button “Agree”, that means they agree to take part in
the experiment, and authorize our experiment platform
to download their Microblog behavior data (profile and
status) with the usage of APIs which can be used to de-
scribe their Microblog usages. They are also instructed
to complete the Big-Five Inventory to get their person-
ality scores.

This research download user’s basic online behav-
ior records with user API “users/show”. This API can
return user’s information with user’s Sina ID num-
ber. The returned information is a long string in Java
Script Object Notation (JSON) format. A demo for
the usage of this API is “http://open.weibo.com/tools/
console?uri=users/show”.
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Fig. 2. Flowchart of data collection.

Fig. 3. Informed consent.

2.2. Participants

The survey was conducted during April 18, 2012
to May 12, 2012. Participants were invited to log in
our platform online and finish the personality inven-
tory test. From the 562 Sina Microblog participants,
444 (171 males and 273 females, 18 years old or el-
der) with an average age of 23.8 were recruited. The
basic microblog usage of participants is shown in Ta-
ble 1.

Some samples were dropped because of the inactive
usage for Sina Microblog or carelessness in finishing
the inventory.

– Disqualified users, such as online “water army”
or “waistcoat” accounts, which have few pieces
of original status published, are eliminated from
our experiment. These accounts are normally reg-
istered to brush the popularity of some topics or
some celebrities, and show little personal inten-
tions. This research defines qualified participants
as those that have new status published within the
last one month.

– VIP users shall be also removed, since most of
these accounts are named by public characters or
social organizations but managed by their bro-
kers. This kind of accounts publish statuses fre-
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Table 1
Basic microblog usage of participants

Item Interval Count Proportion

Follower count <100 50 11.26
100–300 155 34.91
301–600 141 31.76
>600 98 22.07

Friend count <100 58 13.06
100–300 242 54.50
301–600 102 22.97
>600 42 9.46

Status count <1000 66 14.86
1001–2000 177 39.86
2001–3000 122 27.48
>3000 79 17.79

quently with special objectives. The content of
these massages are about the entertainment news,
policy decisions or advertisements, which have
nothing do with personality.

– The platform can record the exact time point par-
ticipants submitting the answer. With this func-
tion, little care in answering the inventory, such as
finishing the inventory in an extremely short time,
can be detected. These samples are removed as
well to keep the reliability of the dataset.

2.3. Measures

In this study, big-five personality is measured as
ground truth labels. The score of each dimension is lin-
early mapped within −1 to +1. This research uses the
Chinese version of John O.’s 44-item Big Five Inven-
tory (http://www.ocf.berkeley.edu/∼johnlab/bfi.htm).
It contains five subsets, measuring Agreeableness
(Agre.) with 9 items, Conscientiousness (Cons.) with
9 items, Extraversion (Extr.) with 8 items, Neuroticism
(Neur.) with 8 items, and Openness (Open.) with 10
items, respectively.

BFI is one of the most generally used brief mea-
sures of the big-five personality [25]. The question-
naire has been generally used for its high reliability
and validity. The items in the inventory consist of short
and easy understanding phrases to assess the prototyp-
ical traits of the big-five dimensions. Participants eval-
uate themselves on each question with a 5-point lik-
ert scale, ranging from Disagree strongly (1 point) to
Agree strongly (5 points). When the participant fin-
ishes the scale, the scores of the five subsets can be
obtained. Then, participants five dimension personal-
ity can be represented with the average score of each

Fig. 4. Personality score.

subset. The boxplot in Fig. 4 is the distribution of par-
ticipants’ personality scores of each dimension in this
study.

Take item one as an example, “I think I am talkative”.
According to the description, participants assess the
level of agreement or disagreement of themselves from
“A. Disagree strongly”, “B. Disagree”, “C. Neutral”,
“D. Agree”, and “E. Agree strongly”. During subse-
quent processing, answers of the scales are coded for
scoring. In detail, the answers A to E are coded as 1
to 5, respectively. For each subset, the average score
can be used to stand for the personality trait of the
user. Furthermore, this research linearly maps person-
ality traits to the interval [−1, 1] for experimental anal-
ysis.

2.4. Behavioral features

Forty five features are extracted initially, of which
twenty nine are selected using stepwise regression.
The twenty nine features can be categorized into 4
groups. The detailed information of features are shown
in Table 2.

The first group includes 4 features about the pro-
file information of participants. This research ex-
tracts user’s gender, hometown information, and reg-
ister date. For gender, the feature values are coded
as 0 for females and 1 for males. Hometown, namely
province and city, are coded as first-tier cities, second-
tier city and third-tier city. This research uses the life
(at May 12, 2012) of the account to stand for register
date.
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Table 2
Online features in Sina Microblog

Group Count Example

Profile 4 hometown ID (province ID, city level), gender, register date
Self-presentation 7 length of screen name and self-description, whether user’s domain is the same as his blog address
Security settings 7 comments available or not, type of verification, whether user’s domain is default
Social networking 11 number of friends, followers, mutual followers and statuses, and the proportion of the original status

Seven features are used to figure up how the user
presents to others and form the self-presentation group.
In this group, feature values of length of screen name
and self-description are the count of characters in
screen name and self-description. For them, the pro-
portions of Chinese characters are extracted. This
study also extracts whether the participant uses “I”
(Chinese word “wo”) in description or not. Another
feature is designed to express whether user’s domain
is the same as his blog address. The length of domain
is extracted as well.

Group security settings contains 7 features about the
privacy settings. This study extracts user’s availabil-
ity of comments and private letter. Moreover, whether
the user is verified, reason and type of verification are
extracted. Others, such as whether user’s domain and
large avatar is default are extracted and coded with
binary number. As a whole, this group describes the
openness and sense of curiosity of the user.

At last, the social networking group, having 11 fea-
tures, is defined as the online interaction of the user.
In this group, number of friends, followers, mutual fol-
lowers, tags, trends and statuses are extracted directly.
Microblogging status can be the original message writ-
ten by the user, or the republished massage from other
users. Therefore, the proportion of the original status
is extracted. This study also extracts the features on
whether the friends, followers, and republished status
is classified and grouped or not as well as whether the
participant has Sina blog or not.

3. Regression models

The prediction of personality can be regarded as
a model fitting process. In this paper, two model-
ing approaches are adopted, incremental regression
and multi-task regression. Through sorting the sam-
ple points into an array, incremental regression ini-
tially builds a local prediction model. Once a next sam-
ple comes, the error rate of the sample in the exist-
ing model can be calculated. According to the magni-
tude of the error, the algorithm has two choices: one is

to amend the existing local model using the new sam-
ple, the other is to create a new model from this sam-
ple. Nevertheless, big five personality labels are multi-
variate vectors. There exists weak correlation between
tasks. Therefore, multi-task regression learning [5] is
also used to predict the personality. Different from typ-
ical regression, multi-task regression puts all labels to-
gether, and tries to model all tasks in a whole. As a
result, the model consists both the specific informa-
tion of each task and the shared information among
tasks.

3.1. Incremental regression model

Incremental regression is a linear regression which
can be used to fit complex non-linear problems as
shown in Algorithm 1.

Before training, this regression algorithm needs
some pre-process on the training dataset. Specifically,
each feature dimension needs to be normalized before
sample sorting. Facing to the different situations, the
sorting strategy varies a lot. Normally, it sorts the sam-
ples according to the normalized magnitude of each
sample vector from small to large. Then it starts with
one end of the sorted sample set and builds a simplest
local regression model with fewest (n) samples, where
n is selected as the minimum sample amount for mod-
eling. For example, if the target is a regression prob-
lem in two-dimensional space, n will be set as 2. Next,
it tests the error of the model with the next sample in
the sample queue. If the error is less than the thresh-
old, the algorithm will refit the model with this new
sample. Otherwise, the local model together with its
domain will be saved into the line array. Meanwhile,
a new local model will be built again with the next
fewest samples from the upper test sample.

3.2. Multi-task regression model

The main objective of the multi-task learning is to
use multiple task modeling strategies to improve per-
formance beyond the single-task learning in the same
scene.
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Algorithm 1 Incremental regression algorithm
Require:

Ranked points, Min dimension n, Error threshold ε
Initialize point array, line array, dataset (size N )
Preparation

Ranked points = Sort(Normalize dataset)
repeat

Put first n samples from ranked points into point
array
Model = Line Regression(point array)
while error > ε do

test sample TS = (Point array)n+1

Put the next one sample into point array
error =< Label(TS),Model(TS) >
n = n+ 1

end while
Put the last one sample back to the ranked points
Save the model into line array
Delete point array from ranked points
Clear point array

until No samples exist in ranked points

Assume there are T tasks and N instances. Each in-
stance is represented as a column vector xT ∈ Rm (m
features) and paired with a multi-dimensional output
vector yT ∈ RT (T tasks). Therefore,

X =
[
x1

T , x2
T , . . . , xN

T
]
=

⎡
⎢⎢⎢⎣
x11

x21

...
xm1

x12

x22

...
xm2

· · ·
· · ·
. . .
· · ·

x1N

x2N

...
xmN

⎤
⎥⎥⎥⎦

(1)

and

Y =
[
y1

T , y2
T , . . . , yN

T
]
=

⎡
⎢⎢⎢⎣
y11
y21

...
yT1

y12
y22

...
yT2

· · ·
· · ·
. . .
· · ·

y1N
y2N

...
yTN

⎤
⎥⎥⎥⎦

(2)

The objective is to find an optimal coefficient ma-
trix W

W =

⎡
⎢⎢⎢⎣
w11

w21

...
wT1

w12

w22

...
wT2

· · ·
· · ·
. . .
· · ·

w1m

w2m

...
wTm

⎤
⎥⎥⎥⎦ (3)

such that

W = argmin
W

{Ŷ −WX} (4)

and

yij = wi· • x·j =
m∑

k=1

wik • xkj (5)

Starting with an multi-task learning formulation that
jointly considers T regressors, the object function is in
a way similar to the primal form of the loss function as

min
W

(
L(X,Y,W ; 1 : T ) + λΩ(W )

)
(6)

where L(X,Y,W ; 1 : T ) denotes the empirical loss
function, Ω(W ) is the regularization term, and λ is a
trade-off constant.

In this study, L(X,Y,W ; 1 : T ) is set as the least
square loss and the regularizer is set as Frobenius
norm. That is,

L(x, y,W; 1 : T ) =

T∑
t=1

N∑
n=1

(
ytn −

∑
h

wthxhn

)2

(7)

Ω(W ) = tr
(
WTW

)
(8)

Substitute into Eq. 6, it has a unique optimizer,

W ∗ =
(
XTX + λI

)−1(
XTY

)
(9)

The trade-off constant λ can be selected in many
ways. Here the bias-variance decomposition [10] is
chosen which minimizes the expected loss (bias)2 +
variance. This model with the optimal predictive ca-
pability is the one that leads to the best balance be-
tween bias and variance. In this paper, there are totally
29 features. As a result, m is set as 29. While there are
five personality prediction tasks, T is set as 5. There-
fore, the coefficient matrix W is a 5× 29 matrix.

4. Results

This paper experiments on how personality reflects
Sina Microblog behaviors. On one hand, the associ-
ated modes of users’ personality and network charac-
teristics are found. On the other hand, through differ-
ent machine learning algorithms, computational mod-
els of personality based on network characteristics are
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Table 3
Pearson correlations of personality traits

Agreeableness Conscientiousness Extraversion Neuroticism Openness

Agreeableness − .25∗∗ .11∗ −.41∗∗ .18∗∗

Conscientiousness .25∗∗ − .26∗∗ −.40∗∗ .29∗∗

Extraversion .11∗ .26∗∗ − −.35∗∗ .32∗∗

Neuroticism −.41∗∗ −.40∗∗ −.35∗∗ − −.16∗∗

Openness .18∗∗ .29∗∗ .32∗∗ −.16∗∗ −
∗∗p < 0.01. Correlation is significant at the 0.01 level (2-tailed).
∗p < 0.05. Correlation is significant at the 0.05 level (2-tailed).
N = 444.

built. In order to test the performance of the different
models, 5-fold cross validation is used for modeling,
linear regression is chosen as the baseline, and Mean
Absolute Error (MAE) and Root Mean Squared Er-
ror (RMSE) [41] are selected as the assessment crite-
ria.

4.1. Correlation analysis

Multi-task regression takes all personality dimen-
sions as a whole to build a novel model. However, a ba-
sic premise is that there exists correlation (even weak
correlation) between the big five personality dimen-
sions. Therefore, it is necessary to analyze the Pear-
son Correlation Coefficient between personality di-
mensions which is shown in Table 3. In an intuitive un-
derstanding, Pearson Correlation Coefficient describes
the degree of tightness between two fixed variables and
defined as

r =

∑n
i=1 (Xi − X̄)(Yi − Ȳ )√∑n

i=1 (Xi − X̄)
2
√∑n

i=1 (Yi − Ȳ )
2

(10)

where n is the total sample size, Xi and Yi are obser-
vations, X̄ and Ȳ are mean values.

The Pearson Correlation Coefficient r describes the
degree of linear correlation between the two variables.
The value of r ranges between −1 and +1. If r is pos-
itive, the two variables are positively correlated (the
greater the value of one variable, the greater the value
of another variable). If r is negative, the two variables
are inversely related (the smaller the value of a vari-
able, the greater the value of another variable). The ab-
solute value of r stands for the strength of the correla-
tion.

Table 3 shows that agreeableness, conscientious-
ness, extraversion, and openness pairwise have a sig-
nificant positive correlation, especially for extraver-
sion and openness (r = 0.32). However, neuroticism

is significantly negative correlated with the other four
dimensions, especially for the correlation factors with
agreeableness and conscientiousness (above 0.4).

4.2. Personality traits and online features

This study extracts 29 microblogging features. To
find their degree of correlation, Pearson Correlation
Coefficient is computed in Table 4.

From the table, agreeableness has significant (r =
0.11) positive association with the proportion of orig-
inal status significantly which is the same for consci-
entiousness (r = 0.15, p < 0.01). Besides, conscien-
tiousness has positive association with follower count
(r = 0.09). Males (r = 0.15, p < 0.01) and veri-
fied (r = 0.10) users are significantly more conscien-
tious. Extraversion has positive association with orig-
inal status proportion (r = 0.15), the length of screen
name (r = 0.11), description (r = 0.11) and domain
(r = 0.12, p < 0.01), as well as the count of friends
(r = 0.19, p < 0.01) and mutual followers (r = 0.12,
p < 0.01) significantly. However, it has negative as-
sociation with the Chinese word proportion in screen
name (r = −0.10). Neuroticism has negative associa-
tion with domain length (r = −0.10) and is more sig-
nificant in female users (r = 0.13, p < 0.01). Finally,
openness has positive association with screen name
length (r = 0.11), tag count (r = 0.12, p < 0.01),
classification of friends (r = 0.18, p < 0.01) and fol-
lowers (r = 0.10), and the proportion of original status
(r = 0.18, p < 0.01).

4.3. Regression accuracy

This paper tries to build the personality predic-
tion model. To achieve this, 29 microblogging usage
features are extracted. Using incremental regression
shown in Algorithm 1, at least 30 samples are needed
to train a local model, as a result, n is set as 30. Ac-
cording to the normalized magnitude of each sample,
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Table 4
Pearson correlations between personality traits and online features

Agreeableness Conscientiousness Extraversion Neuroticism Openness

Province ID −0.03 −0.04 −0.02 0.03 0.04

City level −0.03 0.00 0.00 0.01 0.02

Gender 0.06 0.15∗∗ 0.01 −0.13∗∗ 0.05

Life of account 0.07 −0.02 0.00 0.04 0.05

Screen name length 0.02 0.04 0.11∗ −0.04 0.11∗

Description length 0.00 −0.04 0.11∗ −0.04 0.03

Chinese word proportion of screen name −0.04 −0.09 −0.10∗ 0.06 −0.01

Chinese word proportion of description 0.07 0.07 0.05 −0.07 0.01

Does description have “I” 0.03 0.02 0.04 −0.01 0.07

Is domain same as blog address 0.02 0.09 −0.01 −0.02 −0.01

Domain length −0.02 0.01 0.12∗∗ −0.10∗ 0.05

Comment availability 0.02 0.04 0.03 0.06 −0.02

Private letter availability 0.01 0.02 0.01 −0.04 0.03

Verified or not 0.02 0.10∗ 0.04 −0.07 0.03

Verification reason ID 0.02 0.08 0.03 −0.06 0.02

Verification type ID 0.08 0.06 0.08 −0.04 −0.05

Default domain or not −0.04 0.09 −0.01 0.08 0.04

Default avatar or not 0.02 0.00 0.06 −0.07 −0.03

Friend count 0.03 0.06 0.19∗∗ −0.05 0.04

Follower count −0.02 0.09∗ −0.03 −0.01 0.01

Mutual follower count 0.09 0.08 0.12∗ −0.08 0.03

Tag count 0.05 0.02 0.01 −0.03 0.12∗∗

Trend count 0.08 0.08 0.05 0.01 0.05

Status count 0.03 0.06 −0.01 0.03 0.07

Have Sina blog or not 0.05 0.07 0.09∗ −0.02 −0.01

Proportion of original status 0.11∗ 0.15∗∗ 0.19∗∗ −0.04 0.18∗∗

Are friends classified 0.01 0.06 0.06 0.03 0.18∗∗

Are followers classified 0.06 0.06 0.05 −0.07 0.10∗

Are republished statuses classified −0.02 0.08 0.06 −0.03 0.02
∗∗p < 0.01. Correlation is significant at the 0.01 level (2-tailed).
∗p < 0.05. Correlation is significant at the 0.05 level (2-tailed).
N = 444.

the samples in dataset are sorted. The error threshold
is set as 0.10. A local model with the first 30 samples
is built which is used to test the error of the following
sample. If the error is smaller than the threshold, these
31 samples are grouped together to build a new local
model. Repeat this process until the error of a sample
is larger than the threshold. At this time, both the lo-
cal model and its domain are saved. After traversing
all the samples, a group of local model will be returned
and compose a global prediction model. Table 5 shows
the MAE and RMSE of predicting personality on Sina
Microblog.

The above analysis proved that personality dimen-
sions have moderate correlation relationship with each

other. When predicting psychological properties, this
relationship needs to be taken into account to improve
the performance. Therefore, multi-task regression is
used here. Two comparable prediction systems are set
up. One is the single task linear regression model
which uses the online behaviors of participants to pre-
dict personality. This is the baseline of the experiment.
The other one is the multi-task regression model which
can figure up the common information between tasks
as well as the special information of each task. Min-
imizing (bias)2 + variance, λ is selected as 0.0446
(ln(λ) = −3.11) for each dimension shown in Figs 5
and 6. The MAE and RMSE are shown in Table 5 and
Fig. 7.
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Table 5
MAE and RMSE of different algorithms for each dimension

Dimension Single task regression Incremental regression Multi-task regression
MAE RMSE MAE RMSE MAE RMSE

Agreeableness 0.1881 0.2306 0.1785 0.2203 0.1034 0.1285
Conscientiousness 0.1899 0.2375 0.1680 0.2153 0.1352 0.1667
Extraversion 0.2086 0.2585 0.1989 0.2517 0.1285 0.1598
Neuroticism 0.2196 0.2656 0.2017 0.2537 0.1252 0.1605
Openness 0.2021 0.2521 0.1768 0.2204 0.1319 0.1639
Average 0.2017 0.2489 0.1848 0.2323 0.1248 0.1559

Fig. 5. Bias and variance.

Fig. 6. Optimal parameter selection.

5. Discussion

The previous experiment tries to predict personal-
ity on Sina Microblog. Three models are established

with single task as the prediction baseline and other
two model are our novel methods.

5.1. Data reliability

As shown in the last row in Table 5, the simplest
single task linear regression works worst (percentage
MAE is 20.17). Although incremental regression is
still a broad linear regression, it can train and build sev-
eral local optimal models, which can be more power-
ful than the single task regression model (percentage
MAE is 18.86). However, incremental regression has
its own limitations. First, it relies too much on the sort-
ing strategy. Since sample sorting is the first step of
the algorithm, and the following local model establish-
ment depends on the sorted sample, without a better
sorting method, the algorithm will not get a responsi-
ble result. Second, the algorithm is quite sensitive with
the noisy samples. When a noisy sample is coming to
the test of the local model, the test error will get an ex-
tremely large value. Even though the next samples are
all regular, the domain of this local model will still get
an end.

Figure 8 shows an example to illustrate noise sensi-
bility of incremental regression towards linear regres-
sion. In this example, samples are in two dimensional
coordinate system with 〈xi, yi〉 pairs. The purpose is to
find a best fitting for y = f(x). The two sub-pictures
in the upper row demonstrate the difference between
the linear regression and incremental regression in an
ideal dataset. In the left upper graph, although there
is no noisy sample intuitionally, linear regression can
still not learn the pattern and fit badly. The reason for
the bad performance is that independent variable X
is not linearly related with dependent variable Y . Yet,
incremental regression focuses on different local op-
timums, and uses several linear model to fit the non-
linear pattern, which works relatively better than sim-
ple linear regression. Even so, incremental regression
is too much sensitive with noisy samples as shown in
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Fig. 7. MAEs and RMSEs of different different algorithms on big five personality dimensions.

the lower two sub-pictures in Fig. 8. For linear regres-
sion, some noise sample can be tolerated and has little
influence for the model. However, this is not the same
for incremental regression, since noise sample directly
influences the local optimums and brings a relatively
larger error.

In this example, there is only one noise sample, but
brings big error for modeling. If more noise samples
exist in training dataset, the performance of incremen-
tal regression will descend susceptibly. Therefore, in
the personality prediction problem, it is extremely im-
portant to identity the noisy samples and remove them
out of the dataset.

In the actual process of conducting online survey,
the time nodes of answering each question of the per-

sonality inventory are recorded. Time nodes can be
used for noisy samples checking which can not be
achieved by the traditional offline psychological inves-
tigations. In this research, the following operation are
carried out on the raw data:

– If the time spent for one question is less than one
second, remove the sample. Usually, it is impos-
sible to answer the question in such a short inter-
val.

– If the answer distribution or answer array
shows a clear regular pattern, remove it. The
answer option are denoted with English let-
ters A to E, this research removes the samples
with “AAAA. . . ”, “AABBCC. . . ”, “ABCD. . . ”,
“DCBA” or “ABCDCBA” patterns.
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Fig. 8. Incremental regression and linear regression.

In order to keep the quality of the samples, partic-
ipants are informed to consent to our demands. Once
they decide to take part in our experiment, their an-
swers will be carefully checked and a fee will be only
given to the participants who passed the noise check.
The MAE of the incremental regression gets a nearly 2
percent reduction which proves that our dataset is reli-
able.

5.2. Personality and online features

Since personality is multi-dimensional, and there
exist moderate correlations among the dimensions,
multi-task regression is used to build the personal-
ity prediction model. Results show that the average
MAE of multi-task regression model is 12.48%, which
gets more than 6 percentage points reduction com-
pared to incremental regression. In this research, be-
fore training the model, each dimension of the fea-
tures in dataset is normalized. Table 6 lists part of
the regression coefficient matrix of the model (not
all the coefficients are meaningful). The sign of the
coefficient stands for the co-variation between per-
sonality and features (if A is bigger, B will be big-

ger or smaller), since the personality scores are lin-
early mapped into interval [−1, 1]. The absolute value
of the coefficient stands for the degree of the co-
variation (if A is bigger, how bigger B will be), since
all the features are normalized in this discussion. Fig-
ure 9 shows the distribution of the features in Ta-
ble 6.

From the table, agreeableness is positively related
with number of mutual followers (if A is the follower
of B and B is also the follower of A, they are mutual
follows), the mutual followers proportion in all fol-
lowers and original status percentage [31]. That means
users with high degree of agreeableness tend to be the
mutual followers of other users. If one user follows
them, they will follow back to this user more likely. At
the same time, they also like to update status more of-
ten and most of their statuses are written by themselves
(original statuses percentage, 0.1013) not the retweet-
ing others’ statuses.

Conscientiousness can be regarded as self-discipline.
When reflecting to Sina Microblog, users with high
degree of conscientiousness have more mutual fol-
lowers (0.4508) and more friends online (0.1157), al-
though their follower number is not in large scale
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Fig. 9. Distribution of seven contributory features.

Table 6
Part of regression coefficients of multi-task regression for each dimension

Features Agreeableness Conscientiousness Extraversion Neuroticism Openness

Count of mutual followers 0.1921 0.4508 0.4965 −0.0720 0.6041
Count of tags −0.0473 −0.1337 −0.0121 −0.0470 0.5999
Count of followers −0.0351 −0.5066 −0.1208 0.0726 −0.3900
Count of friends −0.0116 0.1157 −0.0409 −0.0345 0.0122
Length of screen name 0.0699 −0.1949 0.1082 0.0254 0.0471
Count of statuses 0.0786 −0.1310 −0.1979 0.1823 0.0930
Percentage of the original status 0.1013 0.0331 0.0582 0.0244 −0.0172

(−0.5066) [45]. They are well self-controlled and can
carefully publish statuses without “watering” online
(usually have short screen name, −0.1949), therefore,
their status number is relatively small (−0.1310).

Extravert has more mutual followers (0.4965) on-
line and a relatively long screen name (0.1082) [47].
However, since extraverts are more eager to show their
charms, they tend to have a more strong sociability.
Therefore, extraverts have more friends offline (on-
line friends number is relatively small, −0.1208) and
don’t need to publish more statues to attract others
(−0.1979).

Neuroticism is the stability of emotion. People with
high degree in neuroticism are more likely to suf-

fer mental health and do a lot of repetitive opera-
tions, therefore, they will update their status quite of-
ten (0.1823) [40].

Openness shows the richness of individual imagina-
tion and curiosity about new things. People with high
score in openness tend to follow others very much and
listen to what other users are talking about (0.6041)
in spite of the shortness in followers (−0.3900). There
are more resources in their tags (0.5999) for their cu-
riosity about online information around them [15].

5.3. Practical application

Personality prediction have broad application pros-
pects in practice. For Internet service provider, per-
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sonality prediction can be applied for recommendation
system. In existing theories, psychological traits stand
for personal preference on resources [28,39,43]. These
studies indicate that the desire of online purchase, mu-
sical taste, or friend making can be affected by the per-
sonality trait of the user. With these foundations, so-
cial network service providers can even mine potential
community. Therefore, improving user’s profile with
personality traits could enhance the performance of
personalized recommendation system and attract more
users.

Previous studies on personality and crime [42]
pointed out that the structure of personality traits cor-
relate closely with antisocial behavior [34]. Some of
the unusual personality has the tendency to be antiso-
cial or psychopathic. To some extent, personality pre-
diction can help network supervision department find
hidden dangerous users and prevent network security
events.

Another application prospect is in job hunting.
Nowadays, most employers receive resumes through
online recruitment platform. Using personality predic-
tion techniques, employers can get a deep understand-
ing of the job hunter which helps employers find the
qualified personnel they really need.

6. Related work

This paper is an extended version of our paper at
the 2013 IEEE/WIC/ACM International Conference
on Web Intelligence [7]. In the previous paper, we aim
to measure the Big-Five personality from the usages
of Sina Microblog objectively. By conducting a user
study with 444 users, multi-task regression and incre-
mental regression algorithms are proposed to predict
the Big-Five personality from online behaviors. The
results indicate that personality can be predicted with a
high accuracy through online Microblog usage. Based
on that version, this paper moves forward a step to
find the correlation between personality traits and mi-
croblogging behaviors. The detailed steps of our ex-
periment are revealed. We believe that due to the pop-
ularity of the network, social networking has become
a social reality corresponding to online virtual society.

Andrew et al. [44] analyzed 700 million words and
phrases collected from the Facebook volunteers, who
also took standard personality tests. They built person-
ality classification models based on user’s language
information. They found that neurotic people dispro-
portionately use the phrase “sick of” and the word

“depressed” and males use the possessive “my” when
mentioning their “wife” or “girlfriend” more often
than females use “my” with “husband” or “boyfriend”.

Kosinski et al. [29] researched on psychological
factors on Facebook. Their analysis was based on a
dataset of over 58,000 volunteers who provided their
Facebook Likes, detailed demographic profiles, and
the results of several psychometric tests. They used
logistic/linear regression to predict individual psycho-
demographic profiles from Likes. The model correctly
discriminated between homosexual and heterosexual
men. They showed that the easily accessible digital
records of behavior in Facebook can be used to auto-
matically and accurately predict a range of highly sen-
sitive personal attributes such as personality, happiness
and so on.

Gosling et al. [24], conducted experiments towards
the manifestations of personality in Facebook usage.
They delivered a mapping between personality and
SNS online behaviors, and examined the personality
with self-reported Facebook usage and observable pro-
file information. They provided the correlation factor
between personality and online behaviors. In their ex-
periment, 11 features were used, including the number
of friends, weekly usage and other features. Although
their research verified the correlation of online char-
acteristics and personality labels, they did not further
establish prediction model of personality, or give the
quantitative indicators of personality and online behav-
iors.

Junco [27] studied the relationship between Face-
book use and student engagement. He found that Face-
book use was negatively predictive of engagement
scale score and positively predictive of time spent on
SNS. However, his work was based on user’s statis-
tic information, such as common friend count, famil-
iar shared resources, time spent on SNS or information
checked frequency which considers user’s SNS usage
instead of her inner preferences and personality.

Correa et al. [16] researched the relationship be-
tween use of social networking media and the user’s
big five personality. By calculating the Pearson corre-
lation factors, they found the use of social networking
media was significant positive correlated with open-
ness and extroversion, and negatively related with neu-
roticism. Their study did not further consider the pre-
diction of personality based on the social media usage.

Moore et al. [35] worked on the influence of social
networking usage based on users’ Big Five personal-
ity. They invited 219 graduate students as a group, and
collected user data through self-presentation record-
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ing. Results were meaningful, but the self-presentation
of online behavior brought the Subjective orientation
of the identification of online behavior. It was not strict
enough for setting up the sample set in such a way.

7. Conclusion and future work

7.1. Implications

This paper analyzes the personality on Sina Mi-
croblog based on the big-five theory. The co-variation
of personality and microblogging features is found
from the aspects of Pearson Correlation Coefficient
and regression coefficient. In order to find a quantita-
tive index for the reliability of the dataset, incremental
regression model is used for modeling. Compared with
linear regression, incremental regression performances
better which proves that the filtering of dataset is rea-
sonable. Meanwhile, with the purpose of improving
the prediction accuracy, multi-task regression model is
used which enhances the predicting accuracy for more
than 30%.

This study finds that personality trait agreeableness
is positively related with mutual follower count and the
original status proportion. Conscientiousness is posi-
tively related with mutual follower count and friend
count, but negatively related with tag count, follower
count, status count and screen name length. Extraver-
sion is positively related with mutual follower count
and screen name length, but negatively related with
follower count and status count. Neuroticism is posi-
tively related with status count. Openness is positively
related with mutual follower count and tag count, but
negatively related with follower count.

7.2. Limitations and future work

This research leaves some blanks to be desired in
future work. First, we will continue to collect users’
data in Sina Microblog, and invite more participants to
get a larger dataset. To achieve this, some interesting
functions will be added to the platform application. In
feature, once the participant finish the inventory, the
application will give some feedback information to the
user, such as the advice for psychological care or friend
recommendation on identical personality. We will try
our best to make the application from research to pro-
ductization.

For features, we plan to design and extract other
user network characteristics on Microblog. In this re-

search, all the features are behavior features which de-
scribe the online activity of the users. There is no fea-
ture for the status text. Therefore, we will work on text
mining in Chinese environment. This research field
has already attracted many researchers, especially for
the study about personality manifestation in text con-
tent [6,8,19]. In text mining, we will use text analysis
software Linguistic Inquiry and Word Count (LIWC
[13,21,22]) to extract content related features. To make
it function well in Chinese environment, we will estab-
lish the Chinese dictionary ourselves.

At the same time, with the promotion of Sina Mi-
croblog, the microblogging status is no longer pure
text messages. More and more users upload pictures,
videos or other multi-media statuses. We will also
work on multi-media mining and try to extract features
on multi-media resources.

Another idea of our research is to work on the be-
havior patterns of other psychological attributes, such
as mental health and social attitude. Different from
personality, mental health and social attitude [12] are
continuously changing variables. The objective for
personality prediction is to find its impact on behav-
iors. However, mental health disorders are illnesses.
The purpose for prediction should be the interven-
tion for mental health problems. For social attitude, it
can be useful to detect the psychological tendency of
the public which can help the administrator to make
the decision. We will also try other typical multi-task
learning algorithms to tune the performance of the pre-
dicting model.
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