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Abstract.
BACKGROUND: With the advent of artificial intelligence technology, machine learning algorithms have been widely used in
the area of disease prediction.
OBJECTIVE: Cardiovascular disease (CVD) seriously jeopardizes human health worldwide, thereby needing the establishment
of an effective CVD prediction model that can be of great significance for controlling the risk of the disease and safeguarding the
physical and mental health of the population.
METHODS: Considering the UCI heart disease dataset as an example, initially, a single machine learning prediction model was
constructed. Subsequently, six methods such as Pearson, chi-squared, RFE and LightGBM were comprehensively used for the
feature screening. On the basis of the base classifiers, Soft Voting fusion and Stacking fusion was carried out to build a prediction
model for cardiovascular diseases, in order to realize an early warning and disease intervention for high-risk populations. To
address the data imbalance problem, the SMOTE method was adopted to process the data set, and the prediction effect of the
model was analyzed using multi-dimensional and multi-indicators.
RESULTS: In the single classifier model, the MLP algorithm performed optimally on the preprocessed heart disease dataset.
After feature selection, five features eliminated. The ENSEM_SV algorithm that combines the base classifiers to determine the
prediction results by soft voting on the results of the classifiers achieved the optimal value on five metrics such as Accuracy,
Jaccard_Score, Hamm_Loss, AUC, etc., and the AUC value reached 0.951. The RF, ET, GBDT, and LGB algorithms were
employed in the first stage sub-model composed of base classifiers. The AB algorithm was selected as the second stage model,
and the ensemble algorithm ENSEM_ST, obtained by Stacking fusion of the two stages exhibited the best performance on
7 indicators such as Accuracy, Sensitivity, F1_Score, Mathew_Corrcoef, etc., and the AUC reached 0.952. Furthermore, a
comparison of the algorithms’ classification effects based on different training set occupancy was carried out. The results
indicated that the prediction performance of both the fusion models was better than the single models, and the overall effect of
ENSEM_ST fusion was stronger than the ENSEM_SV fusion.
CONCLUSIONS: The fusion model established in this study improved the overall classification accuracy and stability of the
model to a significant extent. It has a good application value in the predictive analysis of CVD diagnosis, and can provide a
valuable reference in the disease diagnosis and intervention strategies.
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1. Introduction

Cardiovascular disease (CVD), a chronic ailment that significantly impacts global health, has resulted
in a staggering number of fatalities in 2016. Statistics indicate that approximately 17.9 million individuals
succumbed to cardiovascular disease worldwide, accounting for 31% of all global deaths. Within China,
cardiovascular disease ranked as the leading cause of deaths among both the urban and rural residents. In
2019, cardiovascular disease accounted for 46.74% and 44.26% of rural and urban deaths, respectively.
These figures increased to 48.00% and 45.86% in 2020. Alarmingly, CVDs have claimed the lives of 2
out of every 5 individuals, with rural areas experiencing higher mortality rates compared to urban areas
since 2009. Furthermore, the Chinese hospitals have witnessed a significant number of discharges related
to cardiovascular and cerebrovascular diseases in 2020, totaling to 24.28 million cases. This accounted
for approximately 15% of the total number of discharges during that period. With the aging population in
China, the prevalence of CVDs continues to surge, posing substantial challenges to healthcare investments
and resource allocation for the government and the society. Thus, prioritizing effective prevention,
diagnosis, and developing treatment strategies for cardiovascular diseases becomes crucial [1]. Given the
significance of real-world data, machine learning methods have emerged as valuable tools in generating
evidence to support the clinical decision-making and fulfill clinical requirements [2].

Machine learning is a series of algorithms using classification and prediction, which can be classified
into supervised and unsupervised learning algorithms based on whether the ending variables are labeled
or not. Supervised learning algorithms use the labeled data to train the model, and are used to predict
the probability or classification. Some of the widely used supervised algorithms include random forests,
support vector machines, and neural networks [3,4]. Mannil et al. developed a ML model based on the
cardiac computed tomography imaging data to predict myocardial infarction, quantified the image data
using texture analysis, and used the KNN algorithm to achieve a good performance (sensitivity 69.0%,
specificity 85.0%, false positive rate 15.0%, AUC value 0.78) [5]. Arsanjani et al., on the other hand,
predicted the hemodialysis reconstruction in patients with suspected coronary artery disease by combining
the clinical data and the quantitative image data from myocardial perfusion tomography imaging as
features, which were inputted into a Boosting algorithm to achieve a predicted sensitivity of 73.6% ±
4.3%, specificity of 74.7%± 4.2%, and AUC of 0.81± 0.02 [6]. Frizzell et al. used five machine learning
algorithms, Bayesian network, random forest, gradient augmentation, logistic regression, and LASSO
regression, to predict the 30-d re-admission rate of patients with heart failure after variable selection of
the data of 56477 patients with heart failure, and the predicted C-statistics were 0.62, 0.61, 0.61, 0.62,
and 0.62, respectively, with no significant advantage over traditional prediction models [7]. Jia You et
al. conducted a study using composite variables to identify the predictors and developed a new CVD
risk prediction model based on data from the UK Biobank. The findings demonstrated that this model
exhibited favorable discriminative performance, outperforming several existing clinical models. The
model achieved an impressive area under the working characteristic curve (AUC) of 0.762 ± 0.010 in the
subjects. Additionally, it showed good calibration, as evidenced by a Brier score of 0.057 ± 0.006 [8].

From the above literature, it can be seen that machine learning models have been widely used in CVD
prediction, but in terms of the singularity of the model, most of the current classification models for
disease prediction are based on a single classifier, and the comparative analysis between classification
models is seldom used. Secondly, in terms of the selection of variables in the model, ‘more the better’ is
not true for the data of the variables, and medical diagnosis has higher requirements for the accuracy and
stability of the models. In terms of model stability, the stability of base classifiers needs to be improvised,
while ensemble learning claims to deliver a better prediction performance. In this pursuit, the present
study was envisaged to establish a stable and efficient cardiovascular disease prediction model with
clinical significance using supervised learning algorithms.



Y. Dou et al. / Comparative analysis of supervised learning algorithms for prediction of CVDs S243

2. Concepts and methods

2.1. Random forest

In Bagging, the Random Forest (RF) model [9] is a widely used algorithm. Its main concept is to
train multiple decision trees as base classifiers and make predictions through voting in classification
problems. Randomness is incorporated in the data and feature selection, resulting in advantages such as
high accuracy, generalization ability, reduced overfitting, and robustness against outliers and missing
values. To ensure that the base classifiers are independent of each other “as much as possible”, so as to
obtain a model with better overall performance, the Random Forest model introduces a greater degree
of randomness in the process of creating the forest to correct the ensemble learning model. This leads
to utilization of a higher bias in the exchange for lower variance. The specific corrections include:
(1) Putative back sampling is performed on the training set, and each decision tree is trained based on a
different random subset of the training set. (2) In feature selection, when each decision tree splits nodes,
it no longer pursues the best feature among all features, but randomly selects the best feature in the
feature subset. With the modified approach of sample sampling and feature sampling, the random forest
model offers a greater randomness in creating the forest, which reduces the correlation between the base
classifiers, thus improving the overall classification performance of the model.

2.2. Multi-Layer Perception

MLP, which stands for Multi-Layer Perception [10], is an artificial neural network that consists of three
layers of nodes: an input layer, a hidden layer, and an output layer. Each node in the network is a neuron
that utilizes a nonlinear activation function. MLP can recognize complex patterns and relationships in
data, especially when the data is not linearly divisible.

2.3. K Nearest Neighbors

K Nearest Neighbors (KNN) [11] is an algorithm used for classification and regression tasks. It operates
without any parameters and works by associating each sample with its K closest neighboring values. If a
majority of the nearest neighbors belong to a specific category, the sample is classified accordingly and
shares properties with the samples within that category. This method relies solely on the category of the
nearest sample(s) to make classification decisions and determine the category to which a sample belongs.
The KNN algorithm focuses on a small number of neighboring samples, while making category decisions.
It does not rely on discriminating the class domains or complex methods for category determination.
As a result, KNN is particularly suitable for situations where class domains intersect or when there is
significant overlap in the sample set. Unlike linear regression and logistic regression, KNN does not
involve a loss function, explicit training, or optimization processes. It offers the advantages of being
robust to both numerical and discrete data, simplicity, ease of use and understanding, and requires low
training time complexity.

2.4. Support Vector Machines Classification

The objective of Support Vector Machine Classification (SVM) [12] is to identify the optimal separating
hyperplane that maximizes the margin of the training data. In cases where the training data is linearly
separable, a linear classifier known as a hard margin support vector machine is learned by maximizing
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the margin. When the training data is approximately linearly separable, a linear support vector machine
known as a soft margin support vector machine is learned by allowing for some misclassifications. In
situations where the training data is not linearly separable, a linear support vector machine is learned
using kernel methods and soft margin maximization.

2.5. Stochastic Gradient Descent

Stochastic Gradient Descent (SGD) [13] is an optimization algorithm commonly used in the machine
learning and deep learning to minimize an objective function. It is a variant of the standard gradient
descent algorithm, with the main difference being that only one training sample is used for each update
of the weights, rather than the entire training set. This has the advantage of being computationally
faster, as the amount of computation per iteration is smaller, and also increases the robustness of the
algorithm to some extent, as the algorithm is less likely to fall into a local optimum. The basic steps
are as follows (1) Initialize the values of w and b, which can usually be taken as smaller random
numbers or all-zero vectors. (2) Select a training sample (xi, yi) and compute the predicted value of
the model: ypred = w ∗ xi + b. (3) Compute the error between the predicted value and the actual value:
error = yi− ypred. (4) Update the values of w and b according to the error: w = w+ learningrate ∗ error ∗
xi; b = b+ learningrate ∗ error. (5) Repeat steps (2)–(4) until a stopping condition is met, e.g. the number
of iterations reaches a set value or the error is less than a threshold.

2.6. Classification and Regression Tree

Classification and Regression Tree (CART) [14], unlike ID3 algorithm, uses Gini coefficient (Classifi-
cation Tree) and squared error (Regression Tree) as the basis for the optimal feature delineation, and the
complete algorithm includes decision tree pruning in addition to feature selection and segmentation of
feature values. CART decision trees utilize the Gini coefficient to classify features, where the Gini value
measures the uncertainty of a dataset by indicating the probability of two randomly drawn samples having
different categories. Thus, a higher Gini value represents a greater uncertainty in the dataset. CART is
applicable for both classification and regression tasks, generating a binary tree structure.

2.7. Gradient Boosting Machine

Gradient Boosting Machine (GBM) [15] is a powerful machine learning algorithm commonly utilized
for the classification and regression tasks. It employs the concept of “Ensemble Learning” to create a
robust learner by combining multiple “weak learners”, typically decision trees. The fundamental principle
of Gradient Boosting involves training a new model in each iteration to predict the residuals (the variation
between the true value and predicted value) of the previous model. By doing so, each iteration attempts to
rectify the errors made by the preceding iteration. Once the training process is completed, the final model
is obtained by aggregating all the individual models with appropriate weights.

2.8. Light Gradient Boosting Machine

Light Gradient Boosting Machine, referred to as LightGBM [16], is a gradient boosting framework that
employs decision trees as base learners. It adopts a Histogram’s decision tree algorithm and Leaf-wise
leaf growth strategy, which includes a maximum depth constraint to prevent overfitting, while maintaining
high efficiency. LightGBM offers several advantages, including faster training speed, improved efficiency,
lower memory usage, better compatibility with large datasets, and provides a support for parallel learning.
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2.9. XGBoost

XGBoost [17] is an optimized distributed gradient boosting library that aims to be efficient, flexible,
and portable. It has achieved high performance in numerous machine learning competitions. XGBoost
creates and combines multiple decision trees, automatically handles missing values, and supports various
objective functions such as regression, classification, and ranking.

2.10. Extremely Randomized Trees Classifier

The Extremely Randomized Trees Classifier (ET) [18] is an ensemble learning technique that combines
the results of multiple de-correlated decision trees to produce classification results. Each decision tree in
the ensemble is built using a random sample of features from the training data. At each test node, the
decision tree selects the best feature from this random sample and splits the data based on a mathematical
metric, typically the Gini index. This process of using random samples of features results in the creation
of multiple independent decision trees. During the construction of the ensemble, the importance of each
feature is determined by calculating the normalized total reduction in the chosen mathematical metric,
such as the Gini index.

2.11. Adaboost

Adaboost (Adaptive Boosting, AB) [19] is a widely used ensemble learning technique that involves
assigning initial weights to the training data and iteratively training multiple weak classifiers. During each
iteration, the sample weights are adjusted based on the accuracy of the previous round of classification
results. This adjustment increases the weights of the misclassified samples and decreases the weights
of correctly classified samples, allowing subsequent weak classifiers to focus more on challenging
samples. Each weak classifier is assigned a weight based on its classification accuracy, reflecting its
importance in the final classifier. The final strong classifier is constructed by combining all weak classifiers
through weighted voting or summation. Through the iterative process of updating sample weights and
weak classifier weights, Adaboost continually improves the classification performance, prioritizing the
misclassified samples. Ultimately, the Adaboost algorithm yields a robust classifier with high accuracy.

2.12. Soft Voting

The main idea of Soft Voting (ENSEM_SV) [20] model follows the principle of majority rule, through
the integration of multiple models in order to reduce the variance and improve the robustness of the
model. This is done by a comparison of the modeling results of each of the previous seven base models,
such as RandomForest, MLP, XGBoost, ET, GBM, LightGBM, and AB that have better results. These
models are selected as the primary classifiers to be fused for Voting, with the weight assignments of 5, 1,
1, 1, 3, 1, 2, and 2, and then the predictions of the classifier’s results are determined with the soft-voting
method.

2.13. Stacking

Stacking algorithm (ENSEM_ST) [21] is used to train multiple base models in the first layer through
the initial training set, and then employs the output features of the base models as the input features
of the meta-model. Its algorithm is essentially a further generalization of the model. Comparing and
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analyzing the above models, except for the single logistic regression model, which performs poorly,
the four ensemble learning models: RandomForest, ET, GBM, and LightGBM offer superior prediction
results without significant differences. Thus, the above four ensemble learning models were chosen to be
fused to obtain the sub-models in the first stage. After completing the first stage, we continued to train
the data to obtain the four sub-models under the best parameters respectively, and in this process, each
sub-model was cross-validated with five folds, so as to avoid the phenomenon of over-fitting. Finally, the
Adaboost model was selected as the model of the second stage.

3. Experiment designs

3.1. Datasets

The data employed in this study was obtained from the heart disease dataset in the UCI database
(http://archive.ics.uci.edu/ml/machine-learning-databases/statlog/heart/heart.data), which contained 1189
samples and 76 attributes. In order to achieve better prediction results, this study pre-processed the
original dataset as follows: (1) Redundant attributes and attributes that were not related to heart disease,
such as the case code number in the sample data, were eliminated. (2) In order to retain the authenticity
of the data, the standardized scores were calculated and the outliers were removed. (3) To address the
problem of imbalance of data sample classes in the binary classification problem, resampling was adopted
for sample increase, and the Synthetic Minority Oversampling Technique (SMOTE) was utilized to reduce
the degree of imbalance between the classes in the dataset to improve the recognition accuracy. After
data pre-processing, a final dataset consisting of 1172 sample sizes, 15 independent variables and 1 target
variable was obtained. We used the five-fold cross-validation method for model training and prediction.
The environment used Windows 7 operating system, and Python software was applied for modeling and
analysis.

3.2. Evaluation indicators

In order to better verify and compare the effectiveness of each algorithm in the process of data
classification, the present study used Accuracy, Precision, Sensitivity, Specificity, F-measure, Log_Loss,
Mathew_Corrcoef, Hamm_Loss, Jaccard_Score and AUC value under the ROC curve for comparative
analysis [22].

4. Experimental results and analysis

4.1. Classification results

In this subsection, a 7:3 ratio was used to divide the data samples into a training set and a test set. A
5-fold cross-validation was used to yeild the optimal value, which was used to train the training set using
models such as Random Forest, Multi-Layer Perceptron Machine, LightGBM, etc. Subsequently, the data
in the test set was used to make a prediction, and the prediction effect was comparatively analyzed by
using the evaluation indexes listed in section 3.2.

It can be seen from Table 1 and Fig. 1 that the MLP algorithm performed optimally on the pre-processed
heart attack dataset with the following parameter settings: solver set to lbfg, learning_rate chosen to be
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Table 1
Classification results of supervised learning algorithms

Model RF MLP KNN SVM SGD CART GBDT LGB
Accuracy 0.8409 0.8778 0.8068 0.8267 0.8182 0.7955 0.8153 0.7955
Precision 0.8265 0.8691 0.8053 0.8289 0.8529 0.8333 0.8051 0.7947
Sensitivity 0.8804 0.9022 0.8315 0.8424 0.7880 0.7609 0.8533 0.8207
Specificity 0.7976 0.8512 0.7798 0.8095 0.8512 0.8333 0.7738 0.7679
F-measure 0.8526 0.8853 0.8182 0.8356 0.8192 0.7955 0.8285 0.8075
Log_Loss ↓ 5.4949 4.2193 6.6723 5.9855 6.2798 7.0648 6.3780 7.0648
Mathew_Corrcoef 0.6818 0.7553 0.6126 0.6525 0.6389 0.5942 0.6301 0.5898
Hamm_Loss ↓ 0.1591 0.1222 0.1932 0.1733 0.1818 0.2045 0.1847 0.2045
Jaccard_Score 0.7251 0.7821 0.6761 0.7046 0.6924 0.6604 0.6879 0.6603

Fig. 1. Comparison of curves.

constant, learning_rate_init set to 0.001, maximum number of iterations set to 1,000, random_state to 1,
and the ↓ represents that the smaller the value of the metric, the better the prediction of the classifier. The
bold font indicates the resultant value obtained by the algorithm that performed optimally on that metric.

4.2. Feature selection

This study addressed the issue of a large number of features in a model that leads to increased size
and longer processing times. This can potentially result in overfitting the data and compromising the
model’s generalization ability. To improve the interpretability and input quality, we employed various
feature selection methods: Pearson correlation coefficient (Pearson), chi-squared metric (chi-squared),
recursive feature elimination (RFE), logistic regression (Logistics), impurity-based feature importance
in decision trees (RF), and handling of categorical features (LightGBM). The results of these feature
selection methods are presented in Table 2. The table shows whether each variable is among the top 10
predictors for each algorithm, indicated by 1 (yes) or 0 (no). The “Total” column represents the number
of times a variable was selected by different algorithms.

4.3. Classification results after feature selection

After feature screening, features such as resting_blood_pressure, sex_male, chest_pain_type_non-
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Table 2
Feature selection results

Feature Methods Total
Pearson Chi-squared RFE Logistics RF LightGBM

st_depression 1 1 1 1 1 1 6
st_slope_flat 1 1 1 1 1 0 5
max_heart_rate_achieved 1 1 1 0 1 1 5
exercise_induced_angina 1 1 1 0 1 1 5
cholesterol 1 0 1 1 1 1 5
age 1 1 1 0 1 1 5
st_slope_upsloping 1 1 1 0 1 0 4
sex_male 1 1 1 1 0 0 4
chest_pain_type_non-ang_pain 1 1 1 1 0 0 4
chest_pain_type_atypical_ang 1 1 1 1 0 0 4
resting_blood_pressure 0 0 0 0 1 1 2
fasting_blood_sugar 1 1 0 0 0 0 2
chest_pain_type_typical 0 0 1 1 0 0 2
rest_ecg_normal 0 1 0 0 0 0 1
rest_ecg_left 0 0 0 0 0 0 0

Table 3
Classification results of the algorithm after feature selection

Model RF MLP KNN SVM SGD CART GBDT LGB ENSEM_SV ENSEM_ST
Accuracy 0.8438 0.8324 0.8153 0.7869 0.8125 0.8040 0.8097 0.8068 0.8807 0.8807
Precision 0.8449 0.8415 0.8940 0.7853 0.8073 0.8443 0.7940 0.8222 0.8817 0.8698
Sensitivity 0.8587 0.8370 0.7337 0.8152 0.8424 0.7663 0.8587 0.8043 0.8913 0.9076
Specificity 0.8274 0.8274 0.9048 0.7560 0.7798 0.8452 0.7560 0.8095 0.8690 0.8512
F-measure 0.8518 0.8392 0.8060 0.8000 0.8245 0.8034 0.8251 0.8132 0.8865 0.8883
Log_Loss ↓ 5.3967 5.7892 6.3779 7.3592 6.4761 6.7704 6.5742 6.6723 4.1212 4.1212
Mathew_Corrcoef 0.6867 0.6642 0.6443 0.5727 0.6241 0.6117 0.6193 0.6134 0.7608 0.7612
Hamm_Loss ↓ 0.1563 0.1676 0.1847 0.2131 0.1875 0.1960 0.1903 0.1932 0.1193 0.1193
Jaccard_Score 0.7297 0.7130 0.6872 0.6486 0.6840 0.6722 0.6795 0.6763 0.7868 0.7866

Fig. 2. Comparison of algorithm curves after feature selection.
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Fig. 3. Comparison of data classification results for 80% training sets.

ang_pain, chest_pain_type_atypical_ang, and rest_ecg_left were eliminated, while introducing the two
ensemble learning algorithms: Soft Voting and Stacking. It can be seen from Table 3 and Fig. 2 that the
Voting fusion by RF, MLP, XGB, ET, GBDT, LGB and AB algorithms that performed better in section
4.1, was performed according to the weights of 5, 1, 1, 3, 1, 2, 2, and 2, respectively, and the ENSEM_SV
algorithm that soft voted the results of the classifiers to determine the prediction results, was used in
Accuracy, Jaccard_Score, Hamm_Loss, AUC, etc. The ENSEM_ST was obtained by Stacking fusion of
the first-stage sub-model consisting of RF, ET, GBDT and LGB algorithms as base classifiers, and the AB
algorithm was selected as the second-stage model that exhibited the best performance in seven metrics
such as Accuracy, Sensitivity, F-measure, Mathew_Corrcoef, etc. A best performance was achieved with
an area under the PR curve of 0.952. This indicates that the predictive performance of ENSEM_ST
model classification was better than the other 9 algorithms, which indicates that model fusion further
improved the predictive performance of the model, thereby increasing the robustness, generalization
ability, and better prediction for CVD. The ↓ represents that the smaller the value of the metric, the better
the prediction of the classifier. The bold font indicates the resultant value obtained by the algorithm that
performed optimally on that metric.

Figure 3 presents the results of the experiments with an 80% share of the training dataset, and with
no change in the training method and base classification model parameters. In the context of category
imbalance, a large increase in FP can only be exchanged for an insignificant increase in FPR, resulting
in the ROC curve presenting an overly optimistic estimate of the effect, and thus the PR curve will
outperform the ROC curve when measuring the algorithm’s classification effect. From the area under
the ROC curve and the area under the PR curve, the classification effect of Soft Voting and Stacking
ensemble learning models was found to be better than other single classification models, with the AUC
values of 0.955 and 0.945, respectively, and the AR values of 0.935 and 0.914, respectively, and the Soft
Voting model was better than the Stacking model.

Meanwhile, in order to further validate the effectiveness of the algorithm and increase the compre-
hensiveness of the algorithmic comparison, this study also conducted supplementary experiments by
selecting the Indian Liver Patient Datasets [23] containing 416 liver patient records and 167 non-liver
patient records for algorithmic validation, which totaled 10 main attributes, as well as 583 sample sizes.
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Fig. 4. Comparison of data classification results for 80% training sets.

The results of the algorithm comparison are shown in Fig. 4. From the predicted ROC curve and PR curve
results, it can be seen that the GBM algorithm and Soft Voting model algorithm achieved better results in
binary classification prediction, which may be due to the fact that both are ensemble learning algorithms.
Additionally, by two stages of training, the gradual evolution of the set from a weak learner to a strong
learner, and a subsequent classification, the overall classification effect was greatly improved.

5. Conclusions

In the present study, to develop a predictive analysis of CVD diagnosis, we assembled the multiple
classes of single classifiers, analyzed and compared the effects of the classifier models under different
features, and used the better-performing model as the base classifier. Subsequently, we performed Soft
Voting and Stacking model fusion, and comprehensively evaluated the overall performance of each model
using multiple assessment metrics, as well as analyzed the important features of the classifiers. Reasonable
and efficient use of machine learning models can assist in the high-precision automatic diagnosis and
prediction of disease regression, which can help the clinicians in decision-making, save a lot of time and
reduce the clinical misdiagnosis rate at the same time. In the future, we will explore the extraction of
common risk factors for multiple diseases, realize the joint application of medical clinical data in the
prediction of various diseases, and explore the oversampling method for unbalanced data to constrain
the algorithm in terms of weights or regular terms. Furthermore, we can direct efforts to improve the
accuracy of CVD prediction models by joint parameterization, and develop a visualization and prediction
system to monitor and warn patients throughout the life cycle of their visit.
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