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Abstract.
BACKGROUND: Eye exam diagnosis is one of the early detection methods for eye diseases. However, such a method is
dependent on expensive and unpredictable optical equipment.
OBJECTIVE: The eye exam can be re-emerged through an optometric lens attached to a smartphone and come to read the
diseases automatically. Therefore, this study aims to provide a stable and predictable model with a given dataset representing the
target group domain and develop a new method to identify eye disease with accurate and stable performance.
METHODS: The ResNet-18 models pre-trained on ImageNet data composed of 1,000 everyday objects were employed to learn
the dataset’s features and validate the test dataset separated from the training dataset.
RESULTS: A proposed model showed high training and validation accuracy values of 99.1% and 96.9%, respectively.
CONCLUSION: The designed model could produce a robust and stable eye disease discrimination performance.
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1. Introduction

The ophthalmoscope and slit lamps are typically connected to the signal processing electronics and
store the images in the computers so the clinicians can determine eye condition for further treatment [1–3].

The eye exam diagnosis platform could provide specific disease patterns so traditional image processing
techniques with several classification methods such as support vector machines or typical spatial patterns
have been applied [4,5].

In addition, there is a lack of trained optometrists even though there are several screening tools for
eye exam platforms [6–8]. Therefore, automatic eye diagnosis techniques with deep learning (DL)
algorithms have been highlighted in ophthalmology fields. Compared to the traditional image processing
techniques in the manual eye check, the DL algorithms could provide high accuracy for data classification
and extraction and reduce processing time for largesize datasets owing to advanced integrated circuit
technology with high performance graphic processing units and computer programs [9,10]. The DL-based
research for eye exams could be more attractive because some eye disease patterns could be scanned
automatically and diagnosed with minimum clinician’s opinion [11].
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There is previous research on the DL techniques which assisted the outcome of the eye exam in
clinics or developed the image processing techniques. A DL algorithm was applied for automatic eye
detection to compare the traditional diabetic retinopathy test results [12]. A DL framework with a trained
neural network dataset for optical coherent tomography (OCT) images was proposed to find new diabetic
macular edema [13]. A DL technique with CenterNet and DenseNet-100 models was used to be accurately
classified [14]. A DL technique was used for automatic retinal exudate with ultra-wide angle images [15].
A DL method was used to diagnose eye disease in OCT images [16]. A self-adaptive DL technique was
used to diagnose eye disease from fundus photography images [17]. An auto-encoder-based DL and
densely connected CNN models were applied to classify the blood vessel of the eye [18,19]. A modified
stochastic gradient descent model with the DL technique was used to segment the blood vessel images.
To find age-related macular degeneration and glaucoma, a deep neural network model was applied to
improve the classification [20]. A real-time deep neural network was used to diagnose abnormal retina
diseases [21]. Therefore, the DL techniques based on robust CNN models could improve the accuracy of
the automatic eye exam platform.

Chapter 2 provides a description and analysis of the proposed model based eye exam method. Chapter
3 shows the obtained data with the proposed method. Chapter 4 is the conclusion and future work of the
proposed research.

2. Method

Figure 1a shows a concept of the block diagram of the eye exam platform with typical image processing
work. Figure 1b shows the transfer learning process from source work based on our proposed DL model.
The datasets obtained from each terminal network were used for pre-trained learning weights. The
dimension and task of the transfer learning from our proposed DL model were provided in the specific
domains as described using Eq. (1).

Dimension = [X,P (x)],
(1)

Task = [Y, F (x)]

where X is the characteristic space, P (x) is the probability distribution function, Y is the specific label
space, and F (x) is the objective function in the specific domain.

With the given source dimension with the learning task, the transfer learning process must work with
the function of F (x) based on the source work database as shown in Fig. 1. Between source work and
learning process, there is a relaxed assumption in both domains.

The simulation was processed to verify the capability of our proposed CNN model with robust
classification performance. The Python and PyTorch program tools were used to encode the algorithm
and run the learning codes, respectively. The ResNet-18 model composed of 18 layers, was used for
transfer learning codes [22,23].

The ImageNet dataset, according to the WordNet hierarchy with 1,000 datasets was used for pre-trained
learning weight. The function was generated using Eq. (2) as below.

σ(z)i =
ezj∑M
j=1 e

zj
, (2)

where zj is the input element and M is the classifier class number of the Softmax function.
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Fig. 1. (a) A block diagram of the proposed eye exam platform with deep learning model and (b) a transfer learning process from
source work based on our proposed DL model.

3. Results and discussion

The cross-entropy was used to measure the average numbers between two adjacent values [24]. The
stochastic gradient descent (SGD) was used to optimize the objective function and smooth the data
classification [25]. The transfer learning model of ResNet-18 was used to obtain the 1,000 datasets from
1,000 object classes.

This study aims to develop a method for automatically discriminating eye diseases with high accuracy
by optimizing the model with the minimum fundus photographic data. The data represents the domain of
the subject group by applying the transfer learning technique. Because the dataset used in this experiment
is balanced, accuracy can be used as the primary evaluation parameter to consider the limitation of
computational ability.

Figure 2 shows the training and validation results with the given dataset. The eye exam image dataset
was obtained from the pattern recognition lab at Friedrich-Alexander-Universität. In Figs 2 and 3, the
first and second results were obtained using previously published CNN and our proposed CNN models,
respectively. In the dataset, there were eye images with healthy, retinopathy, and glaucoma conditions.

As shown in Fig. 2, the training loss was close to 10% as epoch numbers were increased, so the training
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Fig. 2. The simulated results of the (a) training and validation loss and (b) training and validation accuracy when using the first
dataset in the eye exam platform.

Fig. 3. The simulated results of the (a) training and validation loss and (b) training and validation accuracy when using the
second dataset in the eye exam platform.

accuracy was improved to 96.7%. However, the validation loss was higher than 16.5%. This result showed
the previously proposed CNN model could not be stable.

Figure 3 shows the training and validation results for eye exam platform. In the dataset, there were also
eye images with the healthy, retinopathy, and glaucoma conditions. As shown in Fig. 3, the training loss
was less than 5% as epoch numbers were increased, so the training accuracy was improved to 99.1%.
Therefore, the validation accuracy approached 96.9%.

4. Conclusion

As the smartphone and tablet personal computers are widely used, intraocular pressure naturally
increases. Eye disease is getting faster, and more people have red flags in the eye due to chronic diseases
caused by high blood pressure and diabetes. The first step to protecting eye health is an eye exam
diagnosis. The field of eye exam platforms has recently re-emerged with the help of artificial intelligence
and digital optical photography technology in diagnosing ophthalmic diseases.
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For the complete implementation of automatic photo identification, high-quality photo data annotated
by experts is required. The discrimination performance which is greatly affected by the image domain
must be resolved. However, the production and management of medical images incur the costs such as
expert annotation process, de-identification work, and distribution security maintenance. Therefore, this
research aims to optimize the model directly with a minimum dataset, which represents the target domain
group, by applying the transfer learning technique, and to develop a robust and stable method to identify
eye diseases with high accuracy automatically

The ResNet-18 model with ImageNet data composed of 1,000 everyday objects was used. In addition,
the pre-trained model was used to learn the photo’s characteristics, and it was verified with the test dataset
separated from the training dataset.

The proposed CNN model showed the highest accuracy and validation values of 99.1% and 96.9%
from the datasets, respectively. Compared to the previously published CNN model, our proposed model
showed more stable results, so it can be helpful to be implemented. In addition, the newly proposed
deep learning model showed robust eye disease discrimination performance despite a limited quantity of
photo datasets and variances in the image domain. Through this study, we can demonstrate our proposed
technique is a simple but robust transfer learning model.
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