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Abstract.
BACKGROUND: With the advent of 5G and the era of Big Data, the rapid development of medical information technology
around the world, the massive application of electronic medical records and cases, and the digitization of medical equipment and
instruments, a large amount of data has accumulated in the database system of hospitals, which includes clinical diagnosis data
and hospital management data.
OBJECTIVE: This study aimed to examine the classification effects of different machine learning algorithms on medical
datasets so as to better explore the value of machine learning methods in aiding medical diagnosis.
METHODS: The classification datasets of four different medical fields in the University of California Irvine machine learning
database were used as the research object. Also, six categories of classification models based on the Bayesian theorem idea,
integrated learning idea, and rule-based and tree-based idea were constructed using the Weka platform.
RESULTS: The between-group experiments showed that the Random Forest algorithm achieved the best results on the Indian
liver disease patient dataset (ILPD), delivery cardiotocography (CADG), and lymphatic tractography (LYMP) datasets, followed
by Bagging and partition and regression tree. In the within-group algorithm comparison experiments, the Bagging algorithm
achieved better results than other algorithms based on the integration idea for 11 metrics on all datasets, mainly focusing on 2
binary datasets. Logit Boost had only 7 metrics with significant performance, and the best algorithm was Rotation Forest, with 28
metrics achieving optimal values. Among the algorithms based on tree ideas, the logistic model tree algorithm achieved optimal
results on all metrics on the mammographic dataset (MAGR). The classification performance of BFTree, J48, and Random Tree
was poor on each dataset. The best algorithm was Random Forest on the ILPD, CADG, and LYMP datasets with 27 metrics
reaching the optimum.
CONCLUSION: Machine learning algorithms have good application value in disease prediction and can provide a reference
basis for disease diagnosis.
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1. Introduction

With the advent of 5G and the era of Big Data, the rapid development of medical information technology
around the world, the massive application of electronic medical records and cases, and the digitization
of medical equipment and instruments, a large amount of data has accumulated in the database system
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of hospitals, which includes clinical diagnosis data and hospital management data. The data sources are
mainly electronic medical record systems, examination systems, testing systems, ultrasound systems,
physical examination systems, and office automation systems. The analysis and mining of these data can
gradually put together the information in the “fragmented” data accumulated in traditional medicine so as
to present a more comprehensive picture of life conception and disease development. This can help people
to have a more comprehensive and in-depth understanding of the mechanism of life and the principles of
disease generation, thus improving the efficiency of disease prevention and control and clinical treatment.

With the continuous development of cross-cutting disciplines, a large number of machine learning and
artificial intelligence algorithms are applied to medical datasets as an important component in disease pre-
diction models, demonstrating excellent performance in medical-related fields such as disease prediction
and assisted diagnosis, drug selection and application, and health insurance fraud and detection [1–4].
As important artificial intelligence techniques such as data mining and machine learning, the decision
tree algorithms in Weka are often used in basic medical research areas such as classification of DNA
genes, classification and comparison of DNA barcodes, development and implementation of siRNA
design tools, screening and differentiation of salt-loving and non-salt-loving proteins, and differentiation
of classification properties of cell death-related proteins [5–9]. The main applications in the biomedical
field are in the prediction, diagnosis, and treatment of diseases. J48 algorithm has achieved good results
in diagnosing neonatal xanthogranuloma [10] and predicting the incidence of stroke using the k-nearest
neighbor and C4.5 decision tree [11]. Also, scholars have used the multilayer perceptual decision tree
algorithm to mine the decision of breast cancer treatment to assist doctors in the diagnosis and selection
of hormone therapy, radiotherapy, chemotherapy, and other treatments [12], evaluation of the feasibility
of support vector machine (SVM)-based diffusion tensor imaging for the classification of childhood
sexual epilepsy disorders [13], and classification studies based on electroencephalogram (EEG) features
of Alzheimer’s disease biomarkers [14], among others. In the area of hospital operations management
services, the J48 algorithm has also been applied to machine learning related to electronic health record
typing [15]. Stiglic [16] used supervised learning to select small datasets from medical error data that
could be effectively predicted to enable the prediction of medical errors with a small set of datasets.
SVMs were used to predict and design DrugMint, a web server for drug molecules [17]. Kaijian et al. [18]
mined and analyzed chronic kidney disease data on the basis of the Weka data mining platform, and found
that Random Forest (RF) performed better in the classification of chronic kidney disease datasets through
algorithm comparison analysis. Ying et al. [19] used Weka software to build machine learning models.
The results showed six algorithms with better classification prediction on the diabetes dataset: logistic
model tree (LMT), sequential minimal optimization (SMO), Logistic, Naive Bayes, Rotation Forest,
and Bagging. Yadin [20] employed the ID3 algorithm using data mining techniques to analyze dental
consultation data. The ID3 algorithm was effectively improved, and the improved algorithm was again
applied to the data. The accuracy greatly improved, and the researcher achieved the expected decision
tree and classification rules.

Previous studies mostly applied single or several classifiers of the same type for modeling. The
drawback of this approach was that algorithms that were truly applicable to a certain domain might be
missed, and comprehensive modeling using algorithms based on different ideas was rarely used. In this
study, we aimed to further explore the application of machine learning techniques in different medical
fields by applying machine learning techniques to different medical prediction datasets using Weka
data mining software, constructing multiple classification models, and analyzing the models through
multiple performance evaluation metrics, so as to better inform hospital-oriented clinical and management
applications.
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Table 1
Description of the classification algorithm

Classification Algorithm Function description
Bayes Naive Bayes Standard probability plain Bayesian classifier

BayesNet Learning Bayesian networks
Bayesian Logistic Regression Bayesian networks incorporating logistic regression

Functions SMO A continuous minimum optimization algorithm for support vector
classification

Voted Perceptron Voting perceptron algorithm
RBF Network Radial basis neural network
Logistic Building a linear logistic regression model
Multilayer Perceptron Neural networks with backward propagation (multilayer perceptron)

Lazy LWL A general algorithm for locally weighted learning
KStar Nearest neighbor algorithm using a generalized distance function
IBk K-nearest neighbor learner

Meta Bagging Bagging algorithm: creating multiple models by sampling from raw data
Logit Boost A forward stepwise addable model with a logarithmic loss function
Dagging Providing a subset of the classified training data to the chosen underlying

learning algorithm
AdaBoostM1 Adaptive boosting algorithm with an improved weight update function
Rotation Forest Rotating forest model

Rules Decision Table Building a simple decision table majority classifier
PART Obtaining rules from a partial decision tree built using J48

Tree ADTree Building an interactive decision tree
BFTree Constructing a decision tree using a best-first search strategy
J48 C4.5 decision tree learner
LMT Combined tree structure and logistic regression models
Random Forest Constructing a Random Forest
Random Tree Constructing a tree where each node contains a specified number of

random attributes

2. Concepts and methods

Weka, a publicly available data mining workbench, assembles a large number of machine learning
algorithms capable of undertaking data mining tasks, including pre-processing data, classification,
regression, clustering, association rules, and visualization on a new interactive interface. In this study,
we selected 24 machine learning algorithms in 6 major categories, which were highly representative
(Table 1).

The simple Bayesian algorithm is a commonly used probabilistic classification algorithm having the
advantages of fast computation, high accuracy, and operational simplicity. In practical applications, it
is assumed that the attributes in the samples affect them independently of each other. Therefore, it is
productive for most of the more complex problems. Algorithms such as multilayer perceptron, logistic
regression, and neural networks are function-based classification algorithms, and some of these algorithms
are based on kernel functions and some on decision functions. Locally weighted learning (LWL) is an
important algorithm in lazy learning. When a new instance needs to be processed, the distance between
the training instance and the test instance is calculated using a distance function to determine a weighted
set of training instances associated with the test instance, which is then used to construct a new model
to process the new instance. The Euclidean distance is usually used to measure the distance between
instances in traditional weighted learning algorithms. The Bagging algorithm, which was proposed by
Breiman, was one of the first and the simplest integration method with the best performance. The basic
principle is mainly to use a weak classification algorithm and an original training set. The learning
algorithm is used to train classifiers in multiple rounds. Each round of training requires a bootstrap
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Table 2
Introduction to the datasets

Serial
number Dataset Types Number of

instances
Characteristic

number
Number of output

categories
1 MAGR Binary classification 961 6 2
2 ILPD Binary classification 583 11 2
3 CADG Multiclassification 2126 22 10
4 LYMP Multiclassification 148 19 4

procedure to randomly have put-back sampling from the original training set to reconstitute a new training
set for training a base classifier. After the training is completed, a sequence of prediction functions can be
obtained, and eventually the individual prediction functions are classified using the simple voting method
for the samples to be tested. Each random sampling obtains a different subset of training samples; hence,
different base classifiers are trained, thus ensuring the diversity of the base classifier. The partition and
regression tree (PART) decision tree algorithm, an algorithm invented in 1998 by Eibe Frank and Ian H.
Witten, is an algorithm that uses incomplete decision trees to extract rules in a dataset. RF, J48, and other
algorithms are based on decision trees. RF involves bootstrap aggregation in integration learning. The
basic idea is to train a set of identical base classifiers (decision trees) and integrate the predictions based
on all base classifiers using the integration methods such as hard voting, weighted voting, and so forth to
obtain the final prediction results.

3. Experiment

3.1. Datasets

Four datasets from different medical fields were selected for experimentation in this study to analyze
and determine the prediction accuracy of different data mining algorithms. Dataset 1 was a mammographic
(MAGR) mass dataset that could be used to predict the severity (benign or malignant) of the lumps. The
mammographic lumps were analyzed based on Breast Imaging Reporting and Data System attributes
and patient age. Dataset 2 was the Indian liver disease patient dataset (ILPD). This dataset was collected
by 3 Indian professors from the northeastern part of Andhra Pradesh, India, and comprised 416 patients
with liver cancer and 167 patients with non-hepatocellular cancer totaling 583 patients with the liver
disease having 10 characteristics of medical data. Dataset 3 was a delivery cardiotocography (CADG)
dataset to assess fetal status during pregnancy by recording fetal heart contraction tracing graphics, called
cardiotocographs (CTGs). The accuracy of CTG diagnosis depends on the correct identification of fetal
heart rate variability and uterine contraction characteristics. This dataset automatically processed 2126
fetal CTGs and measured the respective diagnostic characteristics. The CTGs were also classified in
morphological form by three expert obstetricians, and a consensus classification label was assigned to
each one. Dataset 4 was a lymphatic tractography (LYMP) dataset, and the output was classified into four
categories: normal findings, metastases, malignant lymph, and fibrosis. At the same time, the original
dataset was preprocessed separately in this study to make the prediction better (Table 2).

3.2. Evaluation indicators

This study aimed to better illustrate the prediction performance of the algorithms and compare the
advantages and disadvantages of the algorithms intuitively. The evaluation metrics were determined
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Table 3
Confusion matrix

Actual category Classi Classifier category determination
Determined to be Classi Judgment not Classi

Records belong to Classi True Positive (TPi) False Negative (FNi)
Records are not part of Classi False Positive (FPi) True Negative (TNi)

according to the confusion matrix, mainly the kappa statistic, which was used to judge the degree of
difference between the classification results of the classifier’s classification and the random classification,
taking values in the range of [0, 1] for the supervised learning classification dataset. The results of the
kappa statistical metrics were related to the area under the receiver operating characteristic curve (AUC)
metrics of the classifier. Kappa > 0.75 indicated that the consistency of the classifier was good. Statistical
indicators included mean absolute error (MAE), root mean square error (RMSE), root absolute error
(RAE), and root relative squared error (RRSE). The other indicators were as follows: true positive rate
(TPR) (Eq. (1)) – the larger the value, the better; false positive rate (FPR) (Eq. (2)) – the smaller the
value, the better; precision (Eq. (3)), which is the ratio of samples correctly predicted by the model to all
samples predicted as positive; and F-measure (Eq. (4)), accuracy of correct classification (Eq. (5)), and
AUC value (between 0.5 and 1), with higher values indicating a better classifier, which was similar to the
Wilcoxon-Mann-Whitney test statistical metric. A classification confusion matrix is illustrated in Table 3.

TPR =
TPi

TPi + FNi
× 100% (1)

FPR =
FPi

FPi + TNi
× 100% (2)

Pr ecision =
TPi

TPi + FPi
× 100% (3)

F-Measure =
2 ∗ Pr ecision ∗ Recall
Pr ecision + Recall

(4)

Accuracy =
TPi + TNi

TPi + TNi + FPi + FNi
× 100% (5)

Moreover, a tenfold cross-validation approach was used for the training and prediction of the model.
The scalability of the classification model was also an important metric used to measure the running
time of a classification algorithm running on the same specific physical machine with the same disk and
memory size that increased linearly with the change in the size of the database.

4. Analysis of experimental results

4.1. Inter-group comparison analysis of classification algorithms

We selected one representative algorithm from each of the six major classes for interclass comparison
analysis, including Naive Bayes, Logistic, LMT, Bagging, PART, and RF. As shown in Table 4, the
↓ after the indicator represents that the indicator is negative, and the smaller the value, the better the
algorithm works on that indicator. Bolded values represent the optimal values obtained by the algorithm
for the evaluation metrics on this training set. In general, the RF algorithm on the ILPD, CADG, and
LYMP datasets performed the best, followed by Bagging and PART. This was because RF was composed
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of multiple decision trees, each of which was different. In constructing the decision trees, a random
portion of samples was selected from the training data with a put-back. Also, not all features of the data
were used, but some features were randomly selected for training. Each tree used different samples and
features, and the training results were different. The random process reduced the impact of influencing
factors on the classification results. Although the results of the RF algorithm on the MAGR dataset
were not satisfactory, the Bagging algorithm achieved better results, indicating that the RF algorithm
was suitable for high-dimensional data with more features. From the perspective of dataset types, the
group comparison algorithms selected in this study generally performed better on multiclass data than on
dichotomous data.

4.2. Intra-group comparison analysis of classification algorithms

This subsection conducted experimental validation for each of the three classes of algorithms to
further verify the effectiveness and robustness of algorithms based on different ideas on different medical
classification datasets. Among these, five metrics such as MAE, RMSE, RAE, RRSE, and FPR were
negative metrics whose smaller values indicated better classification of the algorithms; the larger values
of the remaining metrics indicated better classification of the algorithms.

4.2.1. Meta-based algorithm
Ensemble learning is the combination of several weak classifiers (which can also be regressors) to

produce a new classifier. As shown in Fig. 1, the Bagging algorithm outperformed the other algorithms
on all datasets by 11 metrics, mainly on the 2 dichotomous datasets. Logit Boost, as a direct optimization
of the binomial logarithmic loss Adaboost algorithm, had only seven metrics that performed significantly.
Dagging provided a subset of the classified training data to the chosen base learning algorithm. The
best algorithm was Rotation Forest, with a total of 28 indicators achieving optimal values, because the
diversity of trees in the Rotation Forest was obtained by training each tree in the rotated feature space of
the entire dataset before running the tree induction algorithm. Rotating the data axes created completely
different classification trees. Besides ensuring tree diversity, the rotated trees reduced the constraints on
the univariate trees that could decompose the input space to a hyperplane parallel to the original feature
axes. More specifically, the complete feature set was created for each tree in the forest using a feature
extraction approach. Principal component analysis (PCA) is a common unsupervised learning method that
uses orthogonal transformations to transform observations represented by linearly correlated variables
into data represented by several linearly uncorrelated variables. Each element was a linear combination of
the original data. Further, the first major element was guaranteed to have the maximum variance. The
other elements had high variance under the condition that they were orthogonal to the original elements,
which showed that the RF algorithm was suitable for large data volume and high-dimensional linear
classification data.

4.2.2. Algorithm based on tree theory
For tree-thinking classifiers, the LMT algorithm achieved optimal results on all metrics on the MAGR

dataset, which showed that the distance-based function classification was better under the small-sample
low-dimensional linear condition as shown Fig. 2. BFTree, J48, and Random Tree performed poorly on
each dataset. The best algorithm was RF, which achieved optimal results on the ILPD, CADG, and LYMP
datasets with a total of 27 metrics reaching the optimum. In terms of the correct classification rate of
the algorithms, all algorithms achieved more than 90% correct classification rate on LYMP, and the RF
algorithm even exceeded 95%. The main idea of RF was to select a feature at each node of the tree from
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Fig. 1. Classification effect of the algorithm based on the integration idea.

a subset of different attributes and replace the more general “random subspace approach” [21], which
could be applied to many other algorithms such as SVMs. However, a recent comparison between RFs
and random subspaces for decision trees has shown that the former is superior to the latter in terms of
accuracy [22]. Other ways of adding randomness to the decision tree induction algorithm exist especially
when numerical characteristics are involved. For example, instead of using all instances to decide the best
splitting point for each numerical characteristic and using subsamples of instances [23] that are different.
The optimal splitting criterion was evaluated using these characteristics and splitting points, which were
chosen by each node decision. Since the sample selection for splitting at each node was different, the
result of this technique was an ensemble of different tree combinations.

4.3. Accuracy of the algorithm

Table 5 shows the results of the accuracy on the four datasets. The accuracy of KStar, Bagging, and
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Fig. 2. Classification effect of the algorithm based on tree theory.

Rotation Forest exceeded 80% on each dataset. The accuracy of all the algorithms except the LWL
algorithm exceeded 91% on the LYMP dataset, with an average correct rate of 93.49%, of which KStar
algorithm performed the best, reaching 96.51%. The performance of each algorithm on the MAGR dataset
was more stable, with the correct rate concentrated at about 81.01%. The volatility of the performance of
each algorithm was more obvious on the multiclass CADG dataset with multiple features, with accuracy
rates ranging from 45.44% for LWL to 87.91% for RF, further illustrating the different generalizability of
various algorithms, which should be noted in practical applications.

In this study, we compared and analyzed the algorithms of different ideas. The choice of of algorithm
to be used in practical applications needs to be problem specific. It depends on many factors, such as the
type and size of the data, the speed of training, the available computation time, the number of features,
and the number of observations in the data. If the training data are small or the dataset has a small number
of observation points and a large number of features such as genetic or textual data, an algorithm with
high bias and low variance, such as linear regression, plain Bayes or linear SVM, should be chosen. If
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Table 5
Accuracy of various algorithms

Class or classification Algorithm MAGR ILPD CADG LYMP
Acc (%) Acc (%) Acc (%) Acc (%)

Bayes Naive Bayes 78.46 67.33 70.93 92.81
BayesNet 82.83 70.87 73.71 95.86

Functions SMO 79.29 69.13 78.46 94.12
RBF Network 78.04 67.87 81.46 92.81
Logistic 82.31 70.8 82.5 93.25
Multilayer Perceptron 81.69 72.27 82.93 94.77

Lazy LWL 81.89 66.47 45.44 82.79
KStar 81.27 87.53 80.1 96.51
IBk 75.55 75.47 78.65 95.42

Meta Bagging 83.14 81.07 85.04 93.25
Logit Boost 83.14 72.93 84.81 94.34
Dagging 81.37 67.73 71.5 93.46
Rotation Forest 82.93 82.27 86.59 95.86

Rules Decision Table 82.31 68.33 67.73 90.85
PART 81.79 73.8 83.44 93.46

Tree BFTree 82 78.2 81.98 93.46
J48 82 77.2 83.4 93.9
LMT 84.39 76.47 85.23 94.99
Random Forest 79.19 87.4 87.91 95.86
Random Tree 76.48 78.53 78.97 91.94

the training data are large enough and the number of observation points is larger than the number of
features, a low-bias, high-variance algorithm, such as k-nearest neighbor, decision tree, or kernel SVM,
can be used. A higher accuracy usually means longer training time, and the algorithms need more time to
train the huge training data. Algorithms such as plain Bayes and linear and logistic regression are easy
to implement and run quickly. SVM requires parameter tuning, neural networks need long convergence
times, and RF algorithms need a lot of time to train the data. Further, better data often demands better
algorithms, and well-designed features are equally important. Datasets may have a large number of
features, and not all of these features may be relevant and important. For a certain type of data, such as
genetic or textual data, the number of features may be extremely large compared with the number of data
points. SVM is better suited for situations where the data have a large feature space and few observations.
A large number of features may affect the performance of some learning algorithms, resulting in long
training times. PCA and feature selection methods should be used to reduce the dimensionality and select
important features.

5. Conclusions

In this study, we analyzed and evaluated the applicability and classification ability of each class of
algorithms by comparing the effectiveness of machine learning algorithms on medical datasets with
different patterns. Machine learning models can assist doctors to make predictions based on diagnosis and
treatment information. However, in actual medical scenarios, doctors need to combine multiple aspects of
patient information and their own empirical knowledge to comprehensively assess the disease. At the
same time, they may encounter data category imbalance problems, multimodal data fusion problems, and
knowledge reuse during classification and prediction. In the future, we can analyze and manage the patient
consultation data by relying on our 360 panoramic electronic medical record system and Internet hospital



Y. Dou and W. Meng / Classification algorithms on medical diagnosis datasets S407

platform. Also, we can develop more accurate prediction models, better integrate machine learning
technology into the diagnosis and treatment analysis process, and truly play the role of assisting doctors
through the introduction of classifier accuracy performance adjustment tools and the addition of more
disease-specific test data.
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