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Abstract.
BACKGROUND: Schwann cell sheaths are the source of benign, slowly expanding tumours known as acoustic neuromas (AN).
The diagnostic and treatment approaches for AN must be patient-centered, taking into account unique factors and preferences.
OBJECTIVE: The purpose of this study is to investigate how machine learning and artificial intelligence (AI) can revolutionise
AN management and diagnostic procedures.
METHODS: A thorough systematic review that included peer-reviewed material from public databases was carried out.
Publications on AN, AI, and deep learning up until December 2023 were included in the review’s purview.
RESULTS: Based on our analysis, AI models for volume estimation, segmentation, tumour type differentiation, and separation
from healthy tissues have been developed successfully. Developments in computational biology imply that AI can be used
effectively in a variety of fields, including quality of life evaluations, monitoring, robotic-assisted surgery, feature extraction,
radiomics, image analysis, clinical decision support systems, and treatment planning.
CONCLUSION: For better AN diagnosis and treatment, a variety of imaging modalities require the development of strong,
flexible AI models that can handle heterogeneous imaging data. Subsequent investigations ought to concentrate on reproducing
findings in order to standardise AI approaches, which could transform their use in medical environments.
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1. Introduction

Acoustic neuromas (AN) alternatively referred to as acoustic neurinoma, vestibular schwannoma, or
acoustic neurofibroma is gradually developing tumours that arise from the Schwann cell sheaths. They
often reside in the cerebellopontine angle and are juxtaposed to either extra-axially or intracranially
next to the vestibular or cochlear nerve [1,2]. AN is the most common benign tumor and its incidence
has been reported to increase in recent years [3,4]. The occurrence of AN has been found more in
women than men [4]. In the US, the prevalence of AN is ∼ 1/105 person-years [5], while the incidence
among African Americans and Hispanics is lower (0.4/105 person-years). However, a higher incidence
(2.7/105 person-years and 1.4/105 person-years) has been reported in Taiwan and Asian Pacific Islanders
respectively [5,6]. With the increasing use of advanced imaging systems including computed tomography
(CT) and magnetic resonance imaging (MRI), the incidence seems to be rising [4]. The incidental findings
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of asymptomatic lesions during unrelated investigations also add up to the overall incidence and raise the
possibility of a substantially higher prevalence of AN [7]. Nearly 8% of all cerebral tumours with clinical
manifestations are Schwannomas. The majority of ANs are sporadic and unilateral, while bilateral ANs,
constitute ∼ 5% of all schwannomas [1]. Despite being benign, given its mass effect, AN pose a risk for
developing multiple intracranial conditions including progressive hearing loss and tinnitus, hydrocephalus,
and compression of the brainstem. These conditions produce symptoms like headache, vertigo, and facial
paraesthesia [8]. The aetiology of AN remains poorly understood. While several risk factors including
ionizing radiation, radiofrequency electromagnetic fields, noise exposure, and allergic diseases have
been reported [9], the results are mixed and inconclusive [8,10]. Moreover, inactivating mutations in the
tumour suppressor gene NF2 and subsequent deregulation of various intracellular signalling pathways
such as Rac1, Ras, PAK1, and mTORC1, drive the onset of NF2-related and sporadic AN [11]. Not less
often, neurological or otological signs including vertigo, unilateral tinnitus, headache, and sensorineural
hearing loss lead to the diagnosis of AN. The neurological symptoms include facial and trigeminal
nerve impairment, and hydrocephalus [12]. Unlike plain radiography, computed tomography (CT) scans
and magnetic resonance imaging (MRI) are preferred for the diagnosis of AN. To improve the tumour
visualization and its details on the nature and its connection to surrounding structures, contrast agents such
as gadolinium are also used [13,14]. An oval or round mass is typically visible on T1-weighted images
with an isointense or hypointense signal, and a hyper intense, heterogeneous signal on T2-weighted
images is usually indicative of AN [1,15]. Depending upon the AN type size and associated symptoms,
the treatment modalities for AN include “watch and rescan’, radiotherapy and surgical intervention to
avoid the mass effect [12]. Post resection, the recurrence of AN is relatively small, however, tumour and
related factors may modulate the recurrence rate [16]. With the advancement of powerful computational
biology tools, Artificial Intelligence (AI) is making significant strides in various medical fields, including
neurosurgery. AI has been persistently used in pathology, radiology, and neurosurgery for imaging
analysis [17]. With the use of big data and sophisticated AI systems in medical science, AI has been found
to be 80% accurate for disease diagnosis [18]. While AI has the potential to transform any medical field
including neurosurgery, it is important to integrate these technologies responsibly and collaboratively with
the expertise of healthcare professionals. The field of artificial intelligence (AI) has demonstrated great
promise in revolutionizing illness management and medical diagnostics. Numerous machine learning
applications have been created to improve the precision and effectiveness of medical diagnosis. To assess
the severity of COVID-19 infections, for example, AI-driven models have been used. This information can
be used to plan pandemic disease control strategies [19]. Robust artificial intelligence (AI) models have
been developed in the field of malaria diagnostics to accurately detect and classify malaria parasites, hence
enhancing treatment results and diagnostic accuracy [20]. Furthermore, the efficacy of AI-powered mobile
applications in identifying and diagnosing COVID-19 has been thoroughly examined, demonstrating the
wide range of uses for AI in pandemic control strategies [21]. Further expanding AI’s potential in the
medical industry are sophisticated text categorization methods like BERT, MTM, LSTM, and DT, which
have shown successful in processing and evaluating medical data and literature [22].

The importance of AI and machine learning in the medical sciences is highlighted by these develop-
ments, which open the door to more precise, effective, and scalable healthcare solutions.

Given its power and flexibility of usage, in the current systematic review, we explore the role of AI in
changing the landscape of diagnosis and subsequent management of AN in future.
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2. Methods

The systematic review was performed according to the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses [23].

2.1. Search strategy

A systematic review of peer-reviewed literature in databases including PubMed, Embase, Cochrane
Library, Web of Science, Library and Information Science Abstracts (LISA), Scopus, and the National
Library of Medicine was carried out until December 2023. We employed a search strategy utilizing a
combination of search words, including ‘Acoustic Neuroma’ AND ‘Artificial Intelligence’ OR ‘machine
learning’. Besides, another search strategy with the keywords acoustic neuroma’ AND ‘artificial intel-
ligence’ OR ‘machine learning’ OR ‘deep learning’ along with Saudi Arabia as ‘affiliation’ or ‘title’
to search for the papers published from the Kingdom of Saudi Arabia. Based on the title and abstract,
post-screening, all the eligible articles were reviewed further for data extraction. The literature search
followed PICO strategy (P: any population irrespective of gender diagnosed with acoustic neuroma, I:
neuroimaging for the diagnosis and management of AN, C: traditional methods, O: usefulness of AI in
the diagnosis of AN.

2.2. Inclusion criteria and exclusion criteria

The included studies were selected on the following criteria: (i) published as an original article
irrespective of ethnicity and gender, using any AI or deep learning tools for the diagnosis and the
management of AN reporting their clinical, epidemiological, molecular, and genetic features. The
published articles with irrelevant or incomplete information, or in languages other than English, were
excluded from the analysis.

2.3. Data extraction

The following keywords were used to thoroughly screen the eligible papers: “acoustic neuroma”,
“vestibular schwannoma”, “acoustic neurofibroma”, “artificial intelligence”, “years”, “Saudi Arabia”, “in-
cidence”, “imaging”, “MRI”, “CT scan”, “rate”, “diagnosis”, “management”, “deep learning”, “machine
learning”, “neurological tumour”.

2.4. Risk of bias assessment

The quality of all selected studies was assessed using modified Joanna Briggs Institute’s (JBI) Critical
Appraisal Checklists for Studies (Fig. 1). The risk of bias in a study was considered high if the “yes”
score was 6 2. Studies with a score between 2 and 3.5 were considered at moderate risk and those with a
score of > 4 or higher at low risk of bias. All the studies included were evaluated for the risk of bias and
then classified accordingly the risk of bias is presented in Table 1.

3. Results

Our search retrieved a total of 181 citations, and after the removal of duplicates, a total of 55 articles
were retained. After abstract and title screening, based on incomplete and/or irrelevant information, 27
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Table 1
Details of the studies included in the systematic review with risk of bias assessment

S. No Author (year) Studt type
(N) Main finding RBA

score
1 Shapey et al.

(2019) [28]
P
(N = 243)

The authors report an AI framework for delineating and calculating
the volume of AN tumour with accuracy to an independent human
annotator.

4

2 Lee et al.
2020 [33]

R
(N = 516)

The authors developed a single-pathway U-Net and a two-pathway
U-Net model and found that later outperformed the former.

4.5

3 Windisch et al.
2020 [36]

P
(N = 338)

The authors report a neural network that differentiates between MRI
slices containing either a glioblastoma, a AN, or no tumour.

4

4 Abouzari, et al.
2020 [31]

P
(N = 789)

The authors report that, unlike logistic regression models, their
constructed ANN model was superior in sensitivity and specificity
in predicting patient-answered AN recurrence.

4.5

5 Lee et al.
(2021) [24]

P
(N = 861)

The authors report a framework for evaluating the treatment
responses using a novel volumetric measurement algorithm, that can
also be used longitudinally in patients with AN following GKRS.

4.5

6 Yang et al.
(2021) [25]

R
(N = 336)

Based on the pre-radio-surgical radiomics, the authors proposed a
machine-learning model potentiated to predict the
pseudo-progression and AN outcome following GKRS.

4

7 Chakrabarty et
al. 2021 [45]

R
(N = 158)

Authors developed a CNN model capable of accurately classifying 6
different types of brain tumours, and discriminating between the
images from pathologic and healthy tissue.

3.5

8 George-Jones et
al. 2021 [37]

P
(N = 65)

Authors developed a CNN, that detects AN growth with its potential
application in AN surveillance.

3.5

9 Huang et al.
2021 [38]

R
(N = 323)

The authors created an algorithm that automatically distinguishes
between the solid and cystic tumour components of AN.

4

10 Yao et al.
2022 [51]

R
(N = 82)

The authors demonstrated that using deep learning, postoperative
AN can be accurately segmented without human intervention.

3

11 Kujawa et al.
(2022) [26]

P
(N = 308)

The authors report an AI framework beneficial for automatically
classifying AN based on Koos scale with an accuracy comparable to
that of trained neurosurgeons.

4

12 Neve et al.
(2022) [27]

R
(N = 214)

The authors report a CNN model that could accurately detect and
delineate AN, and differentiate the clinically relevant variance
between extra and intra-meatal tumour fragments.

4

13 Chai et al.
2022 [32]

R
(N = 20)

The authors proposed DPGAN, a three-stage hierarchical generative
adversarial network that performs better for generating quality
compared to other cutting-edge GAN-based techniques. In addition,
it effectively improves semantic segmentation of biological images
as well.

3

14 Cas et al.
2022 [44]

R
(N = 105)

In order to calculate vestibular schwannoma volumes without
operator input, authors, built a deep learning system by combining
transformers and convolutional neural networks.

3.5

15 Va Bechem et
al. 2022 [30]

P
(N = 867)

The authors developed an AI-PREM tool that organized and
quantified patient feedback and reduced the time invested by
healthcare professionals to evaluate and prioritize patient
experiences without any limitation of closed-ended questions.

4.5

16 Dorent et al.
2023 [34]

P
(N = 379)

The authors established an unsupervised cross-modality
segmentation model to perform unilateral AN and bilateral cochlea
segmentation automatically.

4

17 Zhang et al.
2023 [39]

P
(N = 300)

The authors report a novel AI model named ACP-TransUNet based
on the improved TransUNet structure, using data from MRI for
segmentation of AN in the cerebellopontine angle region.

4

18 Wang et al.
2023 [40]

P
(N = 110)

Authors report a deep learning model associated with clinical
manifestations and multi-sequence MRI for short-term
postoperative functioning of facial nerve in patients with AN.

3.5
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Table 1, continued

S. No Author (year) Studt type
(N) Main finding RBA

score
19 Wang et al.

2023 [41]
P
(N = 103)

The authors reported a deep multi task model with an advanced
learning effectiveness achieving promising performance on tumour
enlargement prediction and segmentation.

4

20 Wang
2023 [42]

R
(N = 737)

The authors developed a 3D CNN model for automated AN
segmentation with a reasonably good performance.

4.5

21 Lee 2023 [43] R
(N = 574)

Lee et al. proposed a deep learning-based tumour segmentation
method applicable for multiple types of intracranial tumours
including AN, meningioma and brain metastasis undergoing GKRS.

4

22 Teng et al.
2023 [35]

P
(N = 100)

Authors have presented a novel, high-performance deep learning
model for brain extraction on T1CE MR scans.

3.5

23 Neve et al.
2023 [47]

R
(N = 185)

The authors report automated 2D diameter measurements of AN on
MRI and found it as accurate as human 2D measurements.

3.5

24 Caio Neves et
al. 2023 [48]

P
(N = 490)

The authors used deep learning method to evaluate ANs and their
spatial relationships with the ipsilateral inner ear in MRI and found
that deep learning system can segment AN and inner ear structures
in high-resolution MRI scans with a promising accuracy.

4

25 Wu et al.
2023 [50]

R
(N = 242)

The authors present a unique brain tumour image synthesis and
segmentation network (TISS-Net) that achieves high-performance
end-to-end brain tumour segmentation and synthesised target
modality.

3.5

26 Yu et al.
2023 [46]

P
(N = 188)

The authors proposed a DNN that shows that, unlike brain tissue
oedema, predictors of tumour diameter, volume, and surface area
had significant prognostic value in AN surgical outcome.

3

27 Neve et al.
2023 [29]

P
(N = 507)

Based on a survey study authors reported that compared to the
close-ended question PREM, the open-ended question, PREM
provides more precise and in-depth details on the patient experience
in AN care.

4

28 Shapey et al.
2021 [49]

P
(N = 242)

Here, we provide the first publicly available annotated imaging
dataset of VS by releasing the data and annotations used in our prior
work.

2.5

AI: artificial intelligence; ANN: artificial neural network; CNN: convolutional neural network; DNN: deep neural network;
DPGAN: data pair generative adversarial network; GKRS: Gama Knife radio-surgery; PREM: Patient-reported experience
measures, TISS: Tumor Image Synthesis and Segmentation network; P: Prospective study; R: Retrospective study. The risk bias
assessment (RBA) score was quantified with these questions: Q1. Were the criteria for inclusion in the sample clearly defined?
Q2. Were the study subjects and the setting described in detail? Q3. Was the exposure measured in a valid and reliable way?
Q4. Were objective, standard criteria used for measurement of the condition? Q5. Were confounding factors identified? Q6.
Were strategies to deal with confounding factors stated? Q7. Were the outcomes measured in a valid and reliable way? Q8. Was
appropriate statistical analysis used? Q9. Is the model used publicly available? Q10. Is sample size reasonably good?

articles were excluded, and the remaining 28 studies [24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,
40,41,42,43,44,45,46,47,48,49,50,51] were considered after a full evaluation of the manuscript. A flow
diagram (following PRISMA guidelines of the search strategy are presented in Fig. 1. The details of the
articles selected for the current systematic review are presented in Table 1. Among 28 studies reviewed
and included in the current systematic review, 15 were based on the data obtained from prospective
studies [24,26,28,29,30,31,34,35,36,37,39,40,41,46,48,49] while 12 were based on the data obtained
from the patients retrospectively and/or publicly available data sets [25,27,32,33,38,42,43,44,45,47,50,
51]. The artificial intelligence, and machine learning models proposed by all the authors suggest that
such tools have a potential for non-invasive prediction of diagnosis, therapeutic and treatment outcomes
for AN. Three studies evaluating the patient experiences, using Patient-Reported Experience Measures
(PREMs) in predicting patient patient-answered outcomes found that the use of AI can play a pivotal
role in AN management [31]. Reported that, unlike logistic regression models, their constructed AI
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Fig. 1. PRISMA flow diagram for study selection process.

model was superior in sensitivity and specificity in predicting patient-answered AN recurrence [30].
Developed an AI-PREM tool that organized and quantified patient feedback and reduced the time invested
by healthcare professionals to evaluate and prioritize patient experiences without any limitation of closed-
ended questions. A survey study by Neve et al. [29] found that unlike close-ended question PREM, the
open-ended question PREM provides more precise and in-depth details on the patient experience in AN
care.

In 2019 [28] developed the first fully automatic AI framework for delineating and calculating the
volume of AN tumour with accuracy to an independent human annotator, while George-Jones et al. [37]
developed a convolutional neural network (CNN), that detects AN growth with its potential application in
AN surveillance. Three follow-up studies, by employing used advanced deep learning models to calculate
AN volumes and tumour enlargement prediction by achieving promising performance as accurate as
humans. Measurements [41,44,47,36], developed a neural network that differentiated between MRI slices
containing either a glioblastoma, a AN, or no tumor. The AI models developed by different groups
could differentiate between solid and cystic tumour components of AN [38] delineate AN [27,45],
classify 6 different types of brain tumours, and healthy tissue [45] or differentiate variance between
extra and intra-meatal tumour fragments [27]. Patient management and clinical workflow could be
greatly enhanced by automatically segmenting AN from MRI [49,51,34] and Wang et al. [41] established
an unsupervised cross-modality segmentation model to perform unilateral AN and bilateral cochlea
segmentation automatically [39], report a novel AI model named ACP-TransUNet based on the improved
TransUNet structure, and Wu, et al. [50] presented a high-performance brain tumour image synthesis
and segmentation network (TISS-Net). Wang et al. [38] developed a 3D CNN model for automated AN
segmentation only, while the segmentation model proposed by Lee et al. [43] is applicable for multiple
types of intracranial tumours including AN, meningioma and brain metastasis undergoing gamma knife
radio surgery (GKRS). Moreover, the AI model proposed by [26] could classify AN based on Koos scale
with an accuracy comparable to that of trained neurosurgeons. AI has now also been used for evaluating
the treatment responses [24] predict the pseudo-progression in patients with AN following GKRS [25].
The AI model reported by Wang et al. could delineate clinical manifestations and short-term postoperative
functioning of facial nerve [41], or segment AN and ipsilateral inner ear structures in patients with
AN [48]. Unlike brain tissue oedema, the deep neural network (DNN) proposed by Yu et al. [46] showed
that, predictors of tumour diameter, volume, and surface area had significant prognostic value in AN
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surgical outcome. Chai et al. [32] proposed data pair generative adversarial network (DPGAN), a three-
stage hierarchical generative adversarial network that performs better for generating quality compared to
other cutting-edge GAN-based techniques and semantic segmentation of biological images as well.

4. Discussion

In the current systematic review, we observed that AI and deep learning methods and have been
successfully developed and used for not only the estimations of AN volume and segmentations, but
differentiating it from other tumor types and healthy tissues. More and more studies with uniformity in
AI methods is likely to revolutionize its applications in the near future. Patient experiences are crucial to
the standard of care. Limited studies have demonstrated the benefit of using open-ended PREM questions
to gauge both positive and bad experiences to identify actionable targets for quality improvement. With a
minimal human element, an important component in assessing the practicability of using open-source
PREMs in clinical settings is the automated analysis of the documents to minimize labour. Use of AI
in PREM has been found very helpful for the management of patients with AN as well [29,30,52].
However, more replicative studies are required to substantiate these findings in the future. Even if our
results demonstrate the potential of AI in the detection and treatment of brain tumors, including AN,
some limitations of this study should be taken into account:

1. Possible publication bias: Because studies with favorable results are more likely to be published
than those with negative or inconclusive outcomes, our systematic review may have been influenced
by publication bias. The evidence base may overrepresent research showing substantial or positive
effects of AI applications, which might have an impact on the overall findings and interpretations.

2. Exclusion of non-English studies: Because we only considered studies written in English, relevant
studies written in other languages might not have made it into the analysis. This language barrier
may skew our results and restrict how far the findings may be applied. In order to offer a more
thorough analysis, future evaluations ought to think about include non-English studies.

3. Certain included studies were retrospective: A sizable portion of the studies we included in our
analysis used data that was collected in the past. In addition to frequently lacking the control over
variables that prospective research offer, retrospective studies can introduce a variety of biases,
including selection and recall bias. The results’ dependability and suitability for clinical practice are
impacted by this constraint.

4. Generalization of AI models: Variations in imaging modalities and non-uniform datasets provide
considerable hurdles to the generalization of AI models. We suggest using consistent imaging data
standards and using a variety of datasets when training AI models to get over these restrictions.
The robustness and practicality of AI in clinical practice can be improved by standardizing the
procedures for gathering data and training models.

4.1. Restrictions in clinical integration and implementation

There are various practical challenges to incorporating AI into healthcare practice, including:
1. Training needs for healthcare professionals: Healthcare personnel must receive training in the use of

AI technology in order for it to be implemented effectively. This entails comprehending AI outputs,
correctly interpreting findings, and incorporating AI tools into daily operations. It will be crucial to
create initiatives for continual education and training programs.
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2. Infrastructure requirements: In order to implement AI in healthcare settings, a significant amount of
infrastructure is needed. This includes secure networks, sophisticated processing power, and data
storage options. It is imperative to guarantee that healthcare institutions have the requisite technical
infrastructure.

3. Patient acceptance: It’s critical that people trust and accept AI-driven healthcare solutions. In order
to ensure transparency in the processes used to make AI decisions, efforts should be undertaken to
educate patients about the advantages and limitations of AI. Successful integration will depend on
addressing patient concerns and making sure AI tools are utilized to enhance rather than replace the
clinician-patient connection.

4. Data collection and model training standardization: The standardization of data collection and model
training is essential to overcome the challenges posed by variations in imaging modalities and
non-uniform datasets, which hinder the ability to generalize AI models. We recommend adhering to
standardized imaging data protocols and utilizing diverse datasets during the training of AI models
to overcome these limitations. Standardizing the procedures for data collection and model training
can enhance the resilience and effectiveness of AI in clinical practice.

4.2. Ethical consideration

The application of AI technology in healthcare presents significant ethical issues in addition to technical
ones. Prioritizing patient privacy and data security is necessary to guarantee the security of sensitive
health information. To protect patient data, AI use in healthcare contexts should adhere to current laws
and policies. Furthermore, in order to make sure that AI decision-making systems adhere to the values
of justice, accountability, and openness, it is imperative that their ethical implications be thoroughly
considered. It takes a team effort to solve these moral issues and successfully and ethically incorporate AI
technologies into clinical practice in order to include them into AI.

Considering these drawbacks, our analysis shows how AI has the potential to have a big influence on
AN diagnosis and treatment. Advanced AI models that can process diverse imaging data can be integrated
to improve diagnosis accuracy and create individualized treatment regimens. To validate these results and
guarantee their safe and efficient application in clinical settings, more study with standardized techniques
and prospective designs is required.

AI algorithms have been trained to analyse MRI scans to detect and diagnose AN and identify patterns
and characteristics associated with the presence of the tumour. Previous work published so far suggests
that AI has the potential to significantly change current clinical practice by altering the way ANs are
measured and managed. Irrespective of the tumour’s clinical manifestation, the differences between the
outcomes of the suggested AI models developed by the researchers and the clinical measurements made
by qualified radiologists have been found to be within the range considered clinically acceptable [24,
28]. Using MR images, studies have persistently addressed the issue of AN segmentation. Based on
probability statistics, using Bayesian partial volume segmentation scheme [53] or deep learning like
CNN, AI has been successfully employed in AN diagnosis and segmentation [28]. With excellent dice
coefficients [28,54] developed a 2.5D CNN and 2.5D U-Net, respectively, capable of generating automatic
AN segmentation methods that did not require any user interaction.

Studies have shown that unlike conventional linear measurements for estimating tumour size, and
volumetric measurement is more accurate and dependable for calculating the size of AN [55,56]. Using
AI to calculate AN volume, can be pivotal in clinical management, contouring tumours for radiosurgery
treatment, and subsequent swift treatment planning [28,42]. Unlike other methods, the TISS-Net AI
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tool [50], not only produced substantially higher and more accurate segmentation tumor assessment
even without gadolinium-based scanning. This time-efficient tool minimizes the potentially harmful side
effects of the gadolinium contrast agent. Moreover, CNN model proposed are capable of accurately
classifying 6 different types of brain tumours, and discriminate between the images from pathologic and
a healthy tissue [45]. While AI is likely to revolutionize the future diagnosis and management of most
of diseases including AN, certain limitations associated with it also need to be considered. The primary
limitation shared by most of the deep learning methods on image analysis is non-uniform datasets created
with different imaging modalities and properties [28,45]. The partial volume effects and the variation in
the contrast intensity of AN and other tumors limit the use of AI models in generalisability [24]. The
models proposed employ binary segmentation based on the synthesis of a missing modality, its efficacy
on multi-class segmentation needs further research [50]. A significant number (44%) of studies included
in the study were based on the data collected retrospectively. The inherent bias associated with these
studies cannot be entirely ruled out. Moreover, while most of the studies were based on a reasonably
large sample size, few included data from a few subjects only, warranting studies with larger sample sizes
to verify relevant models. These results suggest that AI is a promising approach for the diagnosis and
management of brain tumours including AN. The advances in computational biology strongly advocate
that AI can be used in image recognition and diagnosis, radionics and feature extraction, clinical decision
support, treatment planning, robot-assisted surgery, monitoring and follow-up, rehabilitation, and quality
of life monitoring in most health conditions including AN. However, it is noteworthy that although AI
presents significant potential in healthcare, its implementation should be undertaken in collaboration with
healthcare professionals. The validation and incorporation of AI technologies need to be established and
validated in the healthcare workflow to guarantee their safety, effectiveness, and ethical use.

5. Conclusion and future research recommendations

The development of advanced artificial intelligence models capable of integrating various imaging
modalities is imperative for improving the diagnosis and treatment of acoustic neuromas, given the
diverse imaging characteristics. Furthermore, it is anticipated that carrying out additional research using
standardised AI methodologies will greatly expand the uses and efficacy of these technologies in the
medical industry.

Even though our review shows a lot of progress in the use of AI to manage acoustic neuromas, there
are still a few holes in the literature that need to be filled in order to improve this field even more: 1-
standardization of data collection and model training as it uniform techniques for imaging data collection
and the integration of varied datasets for AI model training must be developed. The robustness and
generalizability of AI applications in clinical contexts might be improved by this standardization, 2-
prospective studies; retrospective studies make up the majority of the research conducted nowadays, thus
prospective studies should be the main emphasis of future research in order to reduce biases and produce
more accurate results, 3- incorporating non-English studies where broadening the focus of systematic
reviews to encompass non-English studies might yield a more all-encompassing comprehension of
worldwide research endeavors and discoveries, 4- ethical considerations; that additional investigation is
required to examine the ethical implications of artificial intelligence (AI) in healthcare, with a focus on
patient privacy, data security, and the impartiality and openness of AI decision-making procedures, and 5-
clinical implementation and validation; to guarantee the efficacy and safety of AI models, research should
concentrate on their actual clinical application, including validation in real-world settings.

Future research can advance the field’s understanding and move towards more reliable and therapeuti-
cally useful AI solutions by filling up these gaps in the knowledge base.
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