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Abstract. The rapid technological changes have revolutionised how we function, including how we search for work and what
skills we need to be equipped with to perform the tasks at the workplace. As employers more often recruit using online job
advertisements, their content becomes a natural source of information for analytical purposes on the skills demanded in the labour
market, especially for analysing emerging skills like digital. There are still some challenges with the extraction of information
from online content. However, the extraction improvements go hand in hand with new technological developments like natural
language processing techniques. This article presents the experimental method of updating the classification of digital skills to
keep it up to date for information extraction applied to online job advertisements. The evaluation proved this method successfully
identified terms related to programming skills but failed to identify terms associated with artificial intelligence sufficiently. The
latter is related to the fact that the AI field is among the fastest developing areas of technology advancement, and new terms (e.g.
Chatgpt) always appear.
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1. Introduction

Apart from the demographic changes, namely the
ageing of the population, the situation on the labour
markets in the countries of the European Union is nowa-
days shaped by two significant trends: the greening of
the economy (e.g. companies implementing circular
economy approach) and the digital transition linked to
the processes of digitalisation, automation and robotisa-
tion. As the so-called twin transition is happening at an
unprecedented speed, the traditional sources of labour
market information (e.g. labour market surveys) may
need to provide timely information to identify these
thorough changes in the structure of demand for work-
ers’ skills. The twin transition is also very disruptive,
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meaning that it is not only changing how the workers
perform their tasks and what skills they need to ac-
complish these but also is causing the whole workplace
to become obsolete and eventually disappear, increas-
ing the poll of workers who require reskilling to take
up new employment. Therefore, the analysis based on
non-traditional data, such as the content of online job
advertisements (OJAs), is gaining momentum (see [1]).
The advantage of using this kind of data, characterised
by high granularity and near real-time availability, is
that it may provide all stakeholders, including labour
market and education system policymakers and train-
ing providers, with valuable support by bringing a bet-
ter understanding of the directions of these expected
changes.

Yet, before this kind of support based on online job
advertisements will be achieved, the challenges related
to information extraction must be addressed. It has been
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shown [2,3] that information retrieval solutions based
on structured and fully semantic ontological approaches
or classifications work better, allowing for meaning-
ful information extraction. However, such high-quality
training datasets are rarely available. Moreover, the fre-
quency of the revisions of existing classifications will
always interfere with the quality of information extrac-
tions. In particular, the lack of regular updates in classi-
fications becomes problematic for analysis of the skills
emerging in the labour market with the implementation
of innovations or new technologies (e.g. new software,
patents). The focus of this article is to present the eval-
uation results of a method proposed to address the chal-
lenge of keeping the classification of digital skills up
to date. This method was developed under the Cedefop
project: “Towards the European Web Intelligence Hub –
European system for collection and analysis of online
job advertisement data (WIH-OJA)”.

This article is structured as follows. In the opening
section, we discuss the significance of online job ad-
vertisements as a valuable source of information for
labour market analysis. We emphasise the relevance
of this source of information in gaining insights into
the changes in demand in the labour market, particu-
larly concerning the skills required. The second sec-
tion delves into the intricate challenges of extracting
skills information from online job advertisements. This
section discusses the developments in identifying and
categorising skills as they appear in the content of job
advertisements. The third section is dedicated to the
proposed solution to ensure that digital skills classifi-
cation used for information extraction from online job
advertisements remains up-to-date and relevant. Here,
we also provide a detailed examination of the specific
challenges encountered when extracting digital skills
from online job advertisements with this method. In
the final section, we estimate the demand for digital
skills in the European Union to evaluate the improve-
ments brought by the proposed method for information
extraction.

2. Online job advertisements as a source of
information

A few decades ago, when job advertisements be-
came a valuable source of data for researchers, their
use for analytical purposes was primarily motivated by
a growing interest in understanding the evolving na-
ture of skills demanded in the workplace [4]. Previ-
ously, job advertisements were spread out via word of

mouth or communicated via printed media (e.g. spe-
cialised journals). Still, more recently, the Internet of
Things and digitalisation have changed how individu-
als behave, including how employers recruit and peo-
ple search for work. Consequently, the recruitment has
moved to specialised sites and social media platforms.
This and rapidly advancing natural language program-
ming techniques have considerably changed how re-
searchers can access and analyse information from job
advertisements, making it much easier to analyse de-
mand in the labour market. However, what did not
change is that this information reflects the skills and
qualifications employers seek in their future employees,
allowing researchers to gain insights into the types of
jobs or skills newly created in the labour market.

The timeliness or level of detail is an unquestionable
strength of OJA as a source of information about de-
manded skills (e.g. [2]). Yet, the skills extraction ap-
proach based on OJAs also has some weaknesses. The
major flaw comes from not all vacancies being adver-
tised online. The analysis of the coverage shows that
despite observing an upward trend, as after Covid19
pandemic, far more employers than before are using
online recruitment to reach out to potential candidates;
still, the low-skilled professional occupations tend to be
under-represented in the data. Also, larger enterprises
have more preference to use this channel for recruitment
compared to small ones (62% vs. 29%) and the recruit-
ment occurring in urban areas will be better reflected in
this source of information than in rural regions (see [5]).
Apart from coverage bias, duplication of the same ad-
vertisement is another challenge to overcome. The ease
of posting online can encourage employers to use differ-
ent web portals to increase the pool of potential candi-
dates. Alternatively, some web portals, so-called aggre-
gators, apart from collecting their job advertisements,
also include links to information from other websites.
To avoid overestimating the number of vacancies, the
careful choice of sources and the deduplication process
is necessary for every data pre-processing system when
analysing job postings [6]. Some challenges in this type
of analysis are also related to advertisement content.
For example, employers may deliberately omit some
skills when drafting OJA content, especially when their
possession is implicitly expected from candidates (e.g.,
computer skills from IT professionals). This could lead
to an underestimation of the number of jobs that require
such skills based on OJA analysis. For example, the
estimation of basic digital skills derived from mentions
of basic computer literacy (2.9% of all advertisements)
or the use of office software (11.3%) was perceived as
lower than expected in the labour market [7].
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Apart from the challenges, online job advertisement
data, compared to more traditional sources of informa-
tion like surveys or administrative data, offers access
to nearly real-time information. In the rapidly evolving
labour market, the pace of changes requires the labour
market or education policymakers to build their knowl-
edge based on the results of analysis of data sources
offering the timeliest information. Therefore, despite
some flaws, the content of online job advertisements as
a source of information has recently gained a lot of at-
tention in analysing the impact of trends, such as robo-
tisation, automation or green transition, on the changing
labour market and skills (see [1]).

3. Extracting skills from online job advertisements

Job advertisements typically contain standard infor-
mation such as job title, location, employer name, job
description, qualifications, and other skill requirements.
While it’s relatively easy for humans to extract rele-
vant information from the free-text content, it remains
challenging for machines [8]. The unstructured data
requires preliminary cleaning before existing machine
learning methods can utilise it. This is especially true
since many web portals do not impose specific struc-
tures, leaving decisions on content length and the in-
formation included to the individuals posting the ad-
vertisements. It is, therefore, self-reported information
employers use to inform potential candidates about the
skills required for the tasks performed at the future job.

In the past, the “bottom-up” approach was more
common as the extraction of information method, with
text being manually or semi-automatically identified
as words and phrases related to skills and competen-
cies and later treated with clustering or topic modelling
techniques for grouping similar concepts. For example,
Loth et al. [9] manually tagged text extracts from the
sample of 200 advertisements to distinguish 13 infor-
mation types (e.g., occupation, company, sector, con-
tract, competence, personality, education). Gao and El-
din [10] applied the Bayes classifier first to assign each
sentence extracted from an online job advertisement to
one of two groups: either containing job qualification
information or not. Later, the unsupervised approach
for topic modelling, namely Latent Dirichlet Allocation
(LDA), was used to identify the groups of skills (Ibi-
dem). In this setting, the sentences, including require-
ments about skills, were treated as the documents and
the required skills as topics to be discovered.

However, with technological advancements in au-
tomatic text classification, the “top-down” approach

became more common as it proved to perform more
efficiently than the supervised “bottom-up” approach,
which needs costly and time-consuming expert annota-
tion [2,3]. In particular, regular expressions, now part of
the standard library of many programming languages,
including Java and Python, were helpful for pattern
matching, allowing one to identify or extract particular
pieces of text from a string or document.

The ‘top-down’ approach can be described as the
task of using machine learning techniques in assign-
ing natural language texts to predefined categories (e.g.
European Skills, Competences, Qualifications and Oc-
cupations1 (ESCO) or the Occupational Information
Network2 (O∗NET) in the case of skills detection or
International Standard Classification of Occupations3

(ISCO) when classifying the job titles). For example,
word embedding algorithms are first applied to asso-
ciate words, word forms or phrases with ESCO skills
terms based on vectors whose similarity is compared
using Levenshtein distance, Jaccard similarity, and the
Sørensen-Dice indexes. Once a pair of terms had higher
similarity than 70% and was accepted by domain ex-
perts in their manual evaluation, it was finally admit-
ted to be used in skills extraction from online job ad-
vertisements (see [11]). In the literature, other simi-
larity measures (e.g., Cosine, Motyka, Ruzicka) were
applied to evaluate the matching between extracted and
taxonomy-based terms. In the top-down approaches,
the quality of extracted information about skills tends to
be as good as the underlying taxonomies used for this
purpose [12]. Therefore, one of the limitations of using
taxonomies is that they may not be comprehensive and
can quickly fall out of date as new skills are constantly
emerging. Therefore, some researchers decided to build
their taxonomies, e.g. [13] created a taxonomy of soft
skills based on DBpedia. In the study of job advertise-
ments in Austria, Plaimauer [14] showed that more than
half of the ESCO skills terms have never appeared in
the content of online advertisements, also pointing to
the length of term as being reversely associated with
the frequency of their appearance in the descriptions.
Also, the grammatical cases in some languages seem
challenging for natural language processing tools, often
leading to misinterpretation of recognised skills [15].

1https://esco.ec.europa.eu/en.
2https://www.onetonline.org/.
3https://ilostat.ilo.org/resources/concepts-and-definitions/

classification-occupation/.
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4. Analysis of digital skills using online job
advertisements

Digital technologies such as artificial intelligence,
the internet of things, cloud computing, and recently
also large language models such as Chatgpt are the
main forces behind reshaping the world of work nowa-
days. The increased interest in understanding the de-
mand for digital skills is related to their growing impor-
tance for employers. For example, the use of Austrian
and German longitudinal data confirmed that, among
others, the increase in the use of social media in the
workplace of public relations specialists translated into
higher demand for digital skills among this occupational
group [16]. As individuals’ skills are essential in mak-
ing any change happen, it is important to understand
trends in labour market demands professions leading the
digital transition, including software developers, ICT
technicians, and programmers (e.g. [17]). For example,
the analysis of advertisements in Germany showed that
knowledge of programming languages such as Java, C
and Python was in most demand for computer scientist
positions [18].

Analysing job offers also allows one to understand
emerging occupations, which did not exist when the tax-
onomies, such as the ISCO, were updated in 2008 [19].
The comparison of advertisements and skills requested
for ICT and statisticians’ roles confirmed that making
distinct classifications of these two occupations still
holds, e.g., computing skills are distinctive for soft-
ware developers [20]. Analysing skills contained in on-
line job advertisements may have the final purpose of
informing education providers more efficiently, such
as the work of Gurcan and Cagiltay [21], which con-
tributed to gaining more insights about competencies
that big data software engineers are expected to have.

Another strand of literature uses online job adver-
tisements in analysis to understand changes in demand
for skills for occupations that transform due to techno-
logical change. Acemoglu et al. [22] introduced three
ways of estimating exposure to artificial intelligence
at occupational levels. They used longitudinal online
job advertisement data for the US to show how demand
for workers with AI skills has increased over time. The
recent work of Anton et al. [23], in which OJAs from
60 countries were analysed, contributed to a better un-
derstanding of the competencies required for leverag-
ing AI. In June 2023, the number of employers men-
tioning Large Language Models (e.g. ChatGPT) among
required skills was negligible in the labour market in
Europe [24]. Yet, a similar analysis of the informa-

tion from China’s largest online recruitment platform
brought insights into the employers’ requirements for
this skill, predicting that 45% of all future occupations
might require it [25].

Online job advertisements were also used in discus-
sions of the COVID-19 pandemic’s impact on the labour
market [26], which triggered a higher prevalence of
working from home associated with a higher demand
for digital skills. Namely, the basic digital skills of
workers expected to work using digital solutions and the
high-digital skills of IT workers securing the connec-
tions and being responsible for running the IT system of
firms. Indeed, even after the end of the pandemic, basic
digital skills, e.g. computer use, were twice as likely
to appear in the content of advertisements whenever
the possibility of working from home was explicitly
mentioned [27].

5. Description of the method to update digital
skills classification

The increasing interest in the content of online job
advertisements as the source of information made the
European Union Agency – Cedefop, join forces with
the statistical office of the European Union – Eurostat,
in developing the European system for collection and
analysis of such data under the umbrella of Web Intelli-
gence Hub project. This so-called WIH-OJA database,
which is used in the analysis presented in this article,
is based on the content extracted from online job ad-
vertisements (OJAs) published on various websites se-
lected by national labour market experts in the way to
assure good coverage of diverse labour markets seg-
ments in EU (e.g. including websites which do not over-
lap in the offer of same services). This joint project uses
the European multilingual classification – ESCO – to
classify information extracted from online job adver-
tisements.

A good taxonomy of skills, not just digital ones, is
crucial for many education system stakeholders, includ-
ing learners, employers, and policy-makers. A clear
taxonomy can guide curriculum development for ed-
ucational institutions and training providers, ensuring
that all essential skills are covered and a logical pro-
gression in the learning journey. Individuals can use the
taxonomy to identify gaps in their skillset, helping them
make informed decisions about further training needs to
progress in their careers. For companies, a good taxon-
omy is a tool that could help in recruitment by specify-
ing exactly what skills are required for a given role. As
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Fig. 1. Illustration of the information about tag “Javascript” obtained from GitHub page.

digital technologies change rapidly, for the taxonomy
of digital skills to remain relevant, it must be updated
regularly to reflect these changes.

The most recent version of ESCO, released at the
beginning of 2022 (version 1.1.1), includes 13890 skill
terms and knowledge concepts, out of which 1,201 are
labelled as digital. However, when the experimental
project described in this article was initialised, the ini-
tial list of digital skills available from ESCO counted
only 21 skill terms linked to the Digital Competence
Framework for Citizens4 (DigComp). This experimen-
tal project aims to test if adding an alternative list of
terms parallel to the existing ESCO terms would im-
prove the extraction of information about digital skill
terms. The potential of using tags obtained from the
Stack Overflow.com website was explored to build a
list of the latest IT technologies, which were used to
compare with the content of OJAs.

Although a list of digital skills was updated recently,
the simple comparison of Stack Overflow survey results
shows that half of the 45 most commonly used pro-
gramming languages (e.g. Bash, Shell, Clojure, Crystal,
Dart, Delphi, Elixir, Fortran, Julia, Kotlin, Lua, SAS)
in 2021 are missing in the ESCO classification. This
task aimed to explore the potential of using information
from the Stack Overflow platform to provide regular
updates for the classification of digital skills.

The Stack Overflow is a community-based platform5

anyone can access and use to pose a question, find an
answer, or contribute a solution to technical challenges.

4https://joint-research-centre.ec.europa.eu/digcomp_en#:∼:text=
The%20Digital%20Competence%20Framework%20for,and%20for%
20participation%20in%20society.

5https://stackoverflow.com.

The popularity of this public platform is confirmed by
a high number of users (100 million each month on
6/10/2022), mainly software developers, who collec-
tively contribute to building knowledge and using this
platform for information exchange. The richness of the
information in this database has attracted the attention
of researchers in the past who used this data to analyse
various aspects [28,29]. Yet, to the author’s knowledge,
this source of information was not previously used to
extract a list of technologies to help update the existing
classification of digital skills.

The main benefit of using Stack Overflow data for
this purpose is that each question or answer is cate-
gorised by receiving a tag that describes the topic of the
question and allows for linking and grouping of similar
discussion topics. For example, any question, as shown
in Fig. 1, should receive a unique tag, i.e. #JavaScript,
because the query relates to the programming language
JavaScript.

The tags were introduced to increase the platforms’
functionality and improve the easiness of their naviga-
tion. At the time of project realisation, the most popular
tag for #javascript had more than two million recorded
questions. The platform also allows the creation of a list
of synonyms or alternative labels for the same tag. For
this project, it was helpful to use the list of Stack Over-
flow tags together with the information about the num-
ber of times platform users have used them as a proxy of
their popularity to create a list of potential IT technolo-
gies crucial for employability. The first extraction of
information from the Stack Overflow platform gave us
back more than 65ths of tags that were used at least once
by any of the users of this platform since its opening in
2008. Yet, not all of them were relevant in the context
of information extraction about digital skills. To narrow
down this number of tags, by excluding technologies of
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Fig. 2. The excerpt from the final list of IT technologies used for information extraction.

minor relevance to the current labour market situation,
the information from Stack Overflow was further com-
plemented with similar details about the frequency of
using this tag from another platform used by millions of
software developers, namely GitHub.com. 80% of the
most frequently asked questions on GitHub included
580 tags, while in Stack Overflow, 80% was equalled
to 1300 tags. Because the tags from GitHub matched
with those provided by Stack Exchange. Eventually, the
1300 tags were used for information extraction from
OJAs.

6. Challenges in information extraction about
digital skills

Application of the 1300 tags list obtained from the
Stack Overflow platform to annotate the content of
OJAs revealed some challenges in using it for data ex-
traction. The first challenge is related to the presence of
terms. Recruiters may not mention some essential skills.
For example, as “Drupal” is a free and open-source web
content management system written in “PHP”, some-
one can assume that the knowledge of “PHP” suffices
to be mentioned in OJAs to recruit a person who will
be capable of using Drupal. Nevertheless, looking at
terms that were missing in OJAs but present in skills
classification could help identify the IT technologies
that have become obsolete. For example, the knowl-
edge of programming languages like Pascal, designed
in 1969, or Prolog, developed in 1972, which became
replaced by other programming languages in the mean-
time, may have disappeared from OJAs for such rea-
son. Conversely, looking at the list of programming lan-

guages requested by employers and not included yet
in ESCO classification, we could identify new relevant
skill terms. For example, Golang (sometimes termed
Go Programming Language) would be one of them.

The second challenge is related to the fact that the
names of IT technologies are usually one-word terms
with double meanings. For that reason, when used for
information extraction, they might be confused with
other non-relevant terms in the context of digital skills.
Therefore, the inclusion of new terms to the existing
classification needs to be proceeded with the evalua-
tion by human experts and the development of training
data sets. For example, the high detection of demand
in OJAs written in a specific language compared to
overall demand might indicate that the skill term has a
double meaning. Specifically, the term “lua” means “to
contact” or “to get” in Romanian and was detected in
OJAs written in Romanian more frequently compared
to other languages. The same regarded term, “Sprache”,
which is a lightweight library for constructing parsers
directly in C# code, but in German, this term also means
“language”. It could be easily confused by algorithms
with requirements about the ability to speak foreign
languages.

Furthermore, cross-checking the data at the occu-
pational level may reveal other problems related to a
double meaning of some terms. For example, the term
“Rails” used for tagging questions related to a web ap-
plication framework written in Ruby may lead to incor-
rectly identifying IT skills for the occupation of plas-
terers. In the OJAs recruiting for roles as plasterers, we
may find the word “rails”, which does not refer to digital
skills (e.g. “we search for a person who knows how to
install rails, smooth walls, etc.”). Similarly, tag “Lager”
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is not only a type of beer but also a logging frame-
work for Erlang, in which case the digital skill could
be mistakenly annotated for the occupations related to
brewery as workplace. Another example is the operat-
ing system called “Pick”. Analogously to the example
with “lua”, the term “pick” can also be found in other
contexts than as a reference to the knowledge of the
system, e.g. seasonal occupations in agriculture where
picking of fruits/vegetables will be required. The term
“Jacket” could either point to the requirement of knowl-
edge of numerical computing platforms enabling GPU
acceleration of MATLAB-based codes or could come
from OJA recruitment of someone possessing tailoring
skills. The term “Rivets” is a C++ class library which
provides the infrastructure and calculational tools for
particle-level analyses for high-energy collider experi-
ments. But if it is used in a non-digital context, it could
mean the physical skill of an assembly cell operator or
welding operator. Finally, the tag “Intern”, a JavaScript
testing framework, could be confused with vacancies
targeting recruitment of interns.

Another challenge concerns some tags that could be
confused with existing company names. For example,
Whirlpool (sometimes styled WHIRLPOOL) is a cryp-
tographic hash function that transforms any arbitrary
block of data into a fixed-size string of bytes that is
unique (to the best of human knowledge) to the given
data. But this term is also the name of a multinational
manufacturer and marketer of home appliances. Simi-
larly, using SPA could detect demand for well-being and
spa resort workers instead of identifying skills related
to web application – single-page application (SPA). The
application of a technique called Named Entity Recog-
nition (NER), a subfield of Natural Language Process-
ing (NLP) that involves the identification and classi-
fication of named entities (like names organisations),
should help in the correct distinction between the digital
skill term and the name of a company.

On top of terms causing problems in specific lan-
guages or ambiguity depending on the occupation, we
have also encountered one-digit words used to describe
IT technologies, which will be impossible to extract as
these are by default cleaned by tools that remove stop
words, sparse terms, and similar particular words before
the content of OJAs is being processed. One example is
the programming language “R”, a free tool often used
by researchers, statisticians, or data scientists.

A related challenge to one-digit words occurs with
using some tags, which are abbreviations. For example,
the acronym DFA could mean either Deterministic Fi-
nite Automation, a simple model of computation, or the

Department of Foreign Affairs or Financial Analysis
Department, which are unrelated to digital skills.

The term’s ambiguity could also be related to the
context in which it was used. For example, knowledge
of PDF editor, if extracted based on the presence of the
term “PDF”, could lead to mistakes when recruiters,
instead of looking for candidates proficient in the use of
PDF, encourage them to “upload” their CV in PDF for-
mat to apply for the position. A similar mistake could be
made with all skills related to social media use; there-
fore, the machine learning model needs to be trained to
distinguish between requests for using Instagram and
developing content on Instagram from the mention of
Instagram itself or other social media tools.

Some terms could be used for information extraction
but only if they are accompanied by another word, e.g.,
“warehouse” itself most likely will lead to the identifi-
cation of jobs in a warehouse but, when searched jointly
as “data warehouse” instead, could help in identification
of digital skills. Similarly, the word “tracking” could
only make sense if accompanied, e.g. “video tracking”
or “online tracking”; the word “virtual” together with
“reality” would make sense as otherwise could mistake
roles in a virtual working environment that refers to the
possibility of remote work.

A simple matrix showing frequencies of found terms
by language and occupations will allow identification of
ones appearing more often. This, in turn, will indicate
potential problems with the ambiguity of the meaning
of terms. As shown in Fig. 3, the presence of the term
‘LUA’ in OJAs written in Romanian for the data entry
clerk was relatively high, but as it was not present nei-
ther in OJAs written in English or German language, we
may assume that in that case, this extraction is wrongly
indicating the demand for digital skill for this occupa-
tion. Similarly, the term ‘Sprache’ was frequently ob-
served in job advertisements in exemplary occupations.
Yet, the demand for Sprache was not observed in ei-
ther of these occupations in advertisements written in
English or Romanian. Therefore, we may also assume
that in these cases, the employers searching for either
nannies or delivery drivers referred to knowledge of
languages rather than requesting digital skills. Such a
thorough cross-check of terms applied across all lan-
guages and occupation levels will allow for building
up a list of cleaning rules for algorithms used for data
extraction, which would exclude these terms as invalid
ones for these occupations. By setting up a cleaning
rule, it is understood that for any problematic combina-
tion of language, occupation and an ambiguous term,
the extracted term will not be classified as a valid digital
skill term and will be left out.
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Fig. 3. The terms LUA and Sprache per thousand OJAs by language and occupation. Source: WIH-OJA.

For terms which could be classified differently ac-
cording to the context, for example, a demand for
Sprache in the case of IT occupations, which could ei-
ther refer to a demand for knowledge of language or
digital skills, dedicated training datasets need to be de-
veloped. A comprehensive set of advertisements that in-
cludes the term in various contexts needs to be gathered,
covering as many potential meanings and uses of the
term as possible. Human experts must assess each in-
stance of the term within its context and annotate them
manually, distinguishing between cases regarding the
demand for digital skills or another case. The dataset
with annotated terms must include a balanced represen-
tation of the different meanings to ensure and prevent
model bias towards the more commonly occurring con-
text. The annotated terms can train a machine learning
model to distinguish between ambiguous situations and
correctly classify the term. After the model’s perfor-
mance evaluation, it can be deployed in a real-world
environment. Having both cleaning rules and training
datasets in place will eventually allow for making an
informed selection of terms valid for extracting digital
skill terms from the content of OJAs.

7. Digital skills demanded in EU27

Digital skills generally encompass a broad range of
capabilities related to effectively using digital devices,
software, and platforms and creating, using, and under-
standing digital content. Programming skills, a subset
of digital skills, refer to the ability to write and un-
derstand computer code to create software programs,
scripts, or other sets of instructions for computers to fol-
low, are considered. The worldwide survey results from
2022 show that respondents, who were mainly profes-
sional developers (75.39%), used for work 45 different

programming languages.6 The comparison of the men-
tioned names with the existing skills terms in ESCO
taxonomy version 1.0.1 revealed that out of the 45 pro-
gramming languages, 24 were already included in the
taxonomy. Additionally, Fortran, Lua, OCaml, Pow-
erShell, and Bash also existed in ESCO taxonomy as
alternative labels of generic skill terms defined as com-
puter programming. From the missing 15 skill terms,
12 were present in Stack Overflow as “tags”. The pro-
gramming languages not present in ESCO and Stack
Overflow were C, F#, and Go.

The Stack Overflow surveys aim to explore develop-
ers’ tools and technologies, identifying the most popular
programming, scripting, and markup languages devel-
opers use. In 2022, the most popular ones were almost
the same as in the previous year, namely JavaScript
and HTML/CSS, followed by Python, which has over-
taken SQL and Typescript. Yet, students reported us-
ing Python more often than SQL. Python was also the
first language of choice for those who were not profes-
sional developers. Using the OJA data, in the first quar-
ter of 2023, the two programming languages mentioned
in one-quarter of advertisements targeting a group of
technology professionals in the EU27 labour market
were SQL and Javascript. Except for PHP, which ranked
eleventh in the survey but was the third most popular
demanded programming language by employers, the
survey results align with the most in-demand program-
ming skills in the EU27 labour market. Interestingly,
in the observed period, the number of mentions with
requirements of knowledge of Python has doubled from
less than 5% to 10% (see Fig. 4). Also, the popular-
ity of Typescript is growing. However, in the analysed
period, it was still only observed in, on average, 1%
of advertisements targeting technology professionals.

6https://survey.stackoverflow.co/2023/.
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Fig. 4. Programming languages mentioned in online job advertisements targeting technology professionals in EU27. Source: WIH-OJA.

Fig. 5. The average difference in the share of advertisements requesting programming languages when extraction with ESCO classification was
extended with 18 terms from Stack Overflow (in pp). Note: average calculated from 2021 and 2022 where 2022 data includes only observations
until October. Source: WIH-OJA.

Determining the employer demand for 6th ranked pro-
gramming languages Bash/Shell with ESCO classified
OJAs was impossible as the “Bash” is hidden under the
generic label of computer programming, and “Shell”
was not included in the classification.

When utilising the 24 programming language terms
from the ESCO classification as an indicator of overall
demand for programming skills in 2021, 39% of job
advertisements targeting IT professionals mentioned at
least one of these terms (see Fig. 5). In contrast, only 1%
of advertisements for roles outside of the IT sector did
so. Adding 17 terms from Stack Overflow to comple-
ment the list of programming languages in identifying
advertisements with demand for programming skills,
we could see that these ratios increased to 52% for IT
and 3% for non-IT occupations, respectively. When the
data was broken down into occupational groups, the
disparity in percentage points for IT occupations be-

came more pronounced. Advertisements for legislators,
senior officials, and managers saw a difference of nearly
25 percentage points, while IT workers in the craft and
related trades category saw a three-percentage points
difference. For the non-IT group, the highest difference
was noted for the group of professionals, with a five-
percentage point difference in estimating demand for
programming skills.

Artificial intelligence (AI) skills are considered a
subset of digital skills. They refer to the capabilities
required to design, develop, implement, and maintain
AI systems and solutions. Such skills can include exper-
tise in machine learning algorithms, neural networks,
natural language processing, robotics, computer vision,
and other domains within the AI field. Detecting skills
related to artificial intelligence in online job adver-
tisements involves identifying keywords and phrases
commonly associated with AI roles and responsibili-
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Fig. 6. The average share of advertisements requesting skills related to artificial intelligence. Source: WIH-OJA, ISOC_EB_AIN2.

ties. However, as AI is a rapidly evolving field, it is
essential to continuously update this list based on the
latest technologies and trends. To judge the ability of
the Stack Overflow database to generate information
about emerging AI skills terms, we have used a list
of 210 terms proposed recently by the OECD as a
benchmark [30]. In this list, the skill terms are grouped
into seven clusters: Artificial Intelligence, Autonomous
Driving, Machine Learning, Natural Language Pro-
cessing, Neural Networks, Robotics, and Visual Image
Recognition. The comparison of skill terms shows only
a 20% overlap between Stack Overflow and OECD lists.
Using the skills that belonged to the artificial intelli-
gence cluster, where the overlap between Stack Over-
flow terms with the OECD list was the highest, with
the same 11 out of 29 terms, we could estimate the
demand for these skills in the EU. The demand for AI
skills in OECD countries7 was between 0.30% in 2019
and 0.40% in 2022 [30], whilst, using the terms ex-
tracted from the Stack Overflow database, the conclu-
sion would be that the demand in the EU was much
higher on average, 1.39% (see Fig. 6). Part of the high
demand for AI skills is already related to the uptake of
AI solutions on the market. However, higher demand

7Not all EU27 countries were analysed in OECD study.

for AI skills could also be observed in countries trying
to catch up with the AI adoption by implementing the
national AI strategies, e.g. Luxembourg.

The overall low overlap between Stack Overflow
terms and the OECD list indicates that establishing the
updates of the classification of digital skills solely based
on information from Stack Overflow may not be suf-
ficient to build an exhaustive list. This list could be
extended by repeating the same exercise on platforms
explicitly dedicated to Artificial Intelligence, e.g. AI
Stack Exchange.8 As a robustness check, the 1360 terms
were downloaded from AI Stack Exchange9 and tested
if present in the content of a representative sample of
online job advertisements targeting various IT profes-
sionals. The overlap between the AI Stack Exchange
list of terms and Stack Overflow was only at the 11%
level, indicating that the terms created by users of each
platform differ. Yet, the overlap between AI Stack Ex-
change terms with the OECD list was at 28%, only
eight percentage points higher than with Stack Overflow
(see the Annex for the table showing the frequencies of
overlapping terms). Apart from terms overlapping with

8I would like to thank the anonymous reviewer for this valuable
suggestion.

9State of the art on 2nd of January 2024.
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Stack Overflow or OECD list, the other extracted terms
had a very low presence in the OJAs (only 45 terms
had frequencies above 1%). From the list of 45 terms
which were present more frequently, few, e.g. “educa-
tion”, “cv”, or “training”, could refer to the steps in the
application more than AI skills; few others, e.g. “au-
tomation”, “features”, “research” are too generic to in-
dicate demand for AI-related skills definitely; few terms
have already existed in ESCO taxonomy, e.g. “problem-
solving”; finally only a few terms could be potentially
considered as relevant. This indicates that the list built
out of terms present at the AI Stack Exchange platform
is also insufficient to increase the existing classifica-
tion’s capacity to extract AI skills.

8. Conclusions

The growing importance of digital skills in the work-
place translates into the higher need for labour market
analysts to understand what skills individuals need to
be equipped with to find employment. The potential of
using information obtained from OJA content is indis-
putable in this area, as information about occupations
and skills required is very detailed. The systems of in-
formation extraction from unstructured text based on
classification or taxonomy, such as the ESCO-driven
approach shown in this article, tend to be more efficient
in processing time and economic aspects, as they do not
require costly post-validation of obtained information
by experts. Yet, the main challenge of this approach is
that the classifications or taxonomies, e.g., digital skills,
become obsolete relatively fast. Exploring non-standard
approaches to help keep the classifications up to date
with emerging technologies that require new skills is
necessary to make classification-based information ex-
traction from OJAs relevant.

Based on extracting additional terms from the Stack
Overflow platform, the method to provide regular up-
dates to the existing classification of skills presented
in this paper successfully identified approximately one
thousand new digital skill terms. Yet, there are a few
shortcomings of this approach. The first one is related
to the fact that the language of information exchange
on this platform is English. Although English is widely
recognised as the lingua franca of information technol-
ogy and many companies post job advertisements in
this language, primarily when recruiting IT profession-
als [31], some terms might have been translated. There-
fore, finding the equivalent translation of such terms
to other languages is necessary to reduce the bias in

extracting skills from advertisements not written in En-
glish. Nevertheless, the tested method was developed to
support the enrichment of ESCO classification, which
accepts proposals of skill terms in English, the working
language of the group developing it. Once the terms
are acknowledged to be included in the official version,
the translation of terms is provided and validated by a
network of national experts. The second shortcoming
is insufficient coverage of the Stack Overflow platform
to generate a good list of skills terms linked to artifi-
cial intelligence. As none of the three platforms tested,
Stack Overflow, GitHub, and AI Stack Exchange, could
provide a list of skills terms that would be exhaustive in
this area, other methods need to be applied to comple-
ment it. It is worth mentioning that currently, the ESCO
taxonomy is enriched on a bi-annual basis by collect-
ing inputs from various sources, including the content
of training offers, the content of curricula (based on
Europass), the content of online job vacancies (based
on EURES) and the stakeholders’ inputs (e.g. HR or
labour market experts), which jointly may allow for
building the exhaustive list of new skill terms linked to
AI. Other sources could also be considered, e.g. patent
data. Eventually, an annual analysis of parts of OJA’s
content not classified with taxonomy could also bring
back some new terms as input for ESCO enrichment.
The third limitation, as the term’s ambiguity depends
on the context, is the overall challenge observed in in-
formation extraction from online job advertisements,
which is not specific only to digital skills classifications.
For example, the word Python may be related to the
request for programming skills or data analysis skills
using Python. Developing dedicated datasets with on-
line job advertisement content annotated by experts is
necessary to train machine learning models to interpret
the terms accurately in various contexts. This is crucial
to allow for successful information extraction.

Supplementary data

The supplementary files are available to download
from http://dx.doi.org/10.3233/SJI-SJI230110.
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