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Timeliness reduction on industrial turnover
index based on machine learning algorithms
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Abstract. The modernisation of the production of official statistics should make use not only of new data sources but also of novel
statistical methods applied to traditional survey and administrative data. This improves the traditional quality standards. Here we
present an application of statistical learning algorithms to improve the timeliness under a controlled compromise of accuracy of
the Spanish Industrial Turnover Index (ITI). The methodology has been developed based on a modular and standardized approach
that could be easily extended to other surveys. Our advanced index allows us to predict the ITI 31 days before publication with a
median error of 0.5 points over the period Mar 2016–Apr 21, in an index with large oscillations. The results are promising and
support the idea of the use of these techniques in improving the quality dimension of timeliness while accuracy is kept under
control.
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1. Introduction

Since the beginning of the 21st century, Official
Statistics have faced a series of challenges related to
pressing technological advances that require statistical
modernization. This challenge has been present for over
a decade now with the creation of the High-Level Group
for the Modernisation of Official Statistics (HLGMOS)
having great results [1]. However, this issue has become
more relevant and urgent than ever in crisis situations
such as the COVID-19 outbreak. This modernization
must take place, according to the work of the UNECE,
in several areas that support the Official Statistics and
that are closely interrelated with each other: human re-
sources, organizational frameworks and evaluation; the
implementation of methods and new technologies in
statistical production; data collection and data sources;
dissemination and communication; standards and meta-
data [2].
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These areas can be grouped into three basic pillars:
(i) industrial standardization, (ii) new data sources, and
(iii) new statistical methods. Industrial standardization
involves the use of international production standard
models such as the GSBPM (Generic Statistical Busi-
ness Process Model) or the GSIM (Generic Statistical
Information Model). One of the main aspects of these
models is the implementation of a modular approach in
statistical production [3].

The incorporation of new data sources implies the
coexistence of traditional data collection methods to-
gether with administrative records and new digital data.
This incorporation establishes a set of challenges whose
solutions go through the adoption of new production
frameworks and the development of new statistical
methods [4].

1.1. New methods and technologies in statistical
production: Machine learning

Machine Learning (ML) is a subset of artificial intel-
ligence, which builds a mathematical model based on
sample data, known as “training data”, to make predic-
tions or decisions without being explicitly programmed
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Fig. 1. Industrial Turnover Index’s timeline.

to perform the task [5]. They consist of the design of
statistical-computational models that, given some in-
put data, extract information from these to estimate
or predict an objective or output (supervised learning)
or, simply, to analyze the different relationships that
are established between those input data (unsupervised
learning) [6].

The use of these techniques in Official Statistics is not
yet widely extended, but they represent an innovation
that can provide a solution to some of the major chal-
lenges that lie ahead [7]. In 2018, Statistics Germany
(Destatis) conducted an in-depth analysis of the use of
machine learning in official statistics. Most countries
stated the use of machine learning, including Statistics
Spain (INE) [8]. This study pointed out that most of the
machine learning applications on the national statistical
institutes (NSIs) are framed in the production phase of
the GSBMP and are used for classification, imputation
or linkage.

In this context, the traditional production phase of
statistical data editing appears as a natural candidate
for the modernisation of the whole production process
and the improvement of several key quality dimensions
such as timeliness, cost-efficiency, and accuracy. The
General Statistical Data Editing Model (GSDEM) [9]
provides a versatile, evolvable, and comprehensive pro-
duction framework to design, implement, execute, and
monitor so-called statistical data strategies, i.e. a collec-
tion of sequential and concurrent business functions to
detect and treat non-sampling errors. In parallel, the use
of machine learning techniques with this same goal has
received due attention (see [8,10] and multiple refer-
ences therein) and highly relevant international projects
are already producing important empirical results [11]
(see especially theme 2 of work package 1 about edit
and imputation).

– Accuracy vs Timeliness.
Nowadays immediacy is established in most as-
pects of life. Users require information, and the
sooner the better. Nowcasting is defined as the
prediction of the present, the very near future and

the very recent past [12]. That is the reason why
nowcasting methodologies such the one presented
are getting attention in Official Statistics [13,14].
Technological advances have led to the emergence
of private producers of statistics that meet these
needs and, in a way, compete with traditional in-
stitutions. Therefore, it is imperative that public
statistical services invest part of their resources
in improving timeliness but keeping an eye in the
accuracy that characterizes them, to remain as ref-
erence producers of statistics [15].

– Measurement vs Prediction.
Although Machine Learning and new data sources
improve the possibility of predicting, measuring
is still the role and main objective of official sta-
tistical services. Therefore, an interesting applica-
tion of ML techniques is to support the traditional
measuring methods by helping in the treatment
of missing values, in particular, and non-sampling
errors, in general.

1.2. Motivation

The main motivation of this work is to improve time-
liness and relevance in the publication of official statis-
tics by using machine learning imputation techniques at
the microdata level. This is a very important quality di-
mension as is stated in the Trusted Smart Statistics [16]
because, what could be considered timely and relevant
before it is not necessarily acceptable in today’s datafied
world. The usage of ML for imputation has been widely
reported in the scientific literature in [17–19].

The goal is to provide an advanced industrial turnover
index several weeks before the publication of the final
index. Machine Learning techniques will allow to im-
pute the missing values of the industrial turnover as the
data arrives, reducing the burden on the respondent and
speeding up the macro-editing. In this way, the ITI’s
timeliness will be improved while maintaining high
accuracy.

One of the advantages of machine learning compared
to other statistical models like generalized linear models



L.A. Barreñada et al. / OS timeliness reduction with ML 1197

is the improvement in accuracy but at the expense of
interpretability [20]. To edit data, interpretability is not
the most relevant feature and therefore machine learning
techniques will perform well.

ITI is part of the so called Short-term business statis-
tics (STS). STSs are the earliest statistics released to
show emerging trends in the European economy. Their
relevance is reflected in the fact that 7 out of the 27
indicators included in the European Statistical Recov-
ery Dashboard are STS indicators. The major advan-
tage of the monthly and quarterly released STS data
is that they are available very shortly after the end of
the reference period. Nevertheless, during the Covid-19
pandemic, the NSIs were asked to improve the timeli-
ness of these indicators in order to have faster data that
could be useful for policy making. Inevitably this must
be carried out searching for a trade-off between speed
and accuracy.

The work is organized as follows. In Section 1.3 we
describe the traditional production process of the ITI
at Statistics Spain (INE) and briefly discuss about the
concepts of advanced indices. In Section 2 we present
the statistical methodology to compute the early esti-
mates and describe the production process for the ad-
vanced index executed in the pilot study. In Section 3
we present the results for the periods between March
2016 to April 2021 and analyse them. Finally, in Sec-
tion 4 we include some findings, limitations and future
possibilities in this field of study.

1.3. Industrial Turnover Index (ITI): Statistical
process

The objective of Industrial Turnover Index is to mea-
sure the evolution of the activity of the companies that
form part of the industrial sector in Spain, based on
their turnover [21].

The results are presented in the form of indexes since
the objective is to measure the turnover variation. The
statistical unit is the establishment, which does not nec-
essarily coincide with the company, so there are identi-
fication variables for both the company and the estab-
lishment for each reporting unit.

ITI is published 51 days after the end of the reference
month. The data is collected in three batches. The first
batch is collected 20 days after the end of the reference
month and the response rate is 70–75%, The second
batch is collected 27 days after the end of the month,
and we get up to 80–85% and the third batch is collected
38 days after the end of the month, and we get 90–
95%. According to the Spanish law, it is mandatory

for respondents to send their responses, otherwise the
sampling units can be fined.

The goal of this work is to build an Advanced ITI for
each of the three batches and an initial estimation with-
out any information from the reference month. There-
fore, we will have the following advanced indexes.

– Advanced ITI 0: This advanced index is obtained
when the previous month ITI is released, 20 days
after the end of the month. It will not include any
current month data. We will use this advanced in-
dex to see the effect of including current informa-
tion in the other advanced indexes.

– Advanced ITI 1: This advanced index is obtained
when the first batch is collected, 20 days after the
end of the month.

– Advanced ITI 2: This advanced index is obtained
when the second batch is collected, 27 days after
the end of the month.

– Advanced ITI 3: This advanced index is obtained
when the third batch is collected, 38 days after the
end of the month.

All Advanced Indexes are computed using formulas
described in the Section 2.

1.3.1. Data collection
The data collection is carried out by regional delega-

tions with a monthly survey.
There are different official classifications to get the

disaggregation levels for the index, namely the geo-
graphical level (NUTS-2), the destination of the pro-
duced goods (Main Industrial Grouping – MIGs) and
the Spanish adaptation of Statistical Classification of
Economic Activities (NACE-2) which is called CNAE.

The sample comprises around 12000 units selected
by cutoff sampling by NACE and NUTS2. The data
is then sent to the headquarters to make the required
processing to compute the indexes. Before being sent
to the headquarters a first process of interactive data
editing is carried out by the regional delegations but
most of the editing and imputation process is done in
the central services.

1.3.2. Computing indexes
The first step to compute the final indexes is to get the

elementary ones, which are those at the lowest possible
level of aggregation. In the case of ITI those are com-
puted for the intersection between NUTS-2 and NACE
at 2 digits.

2015I
my
i = 2015I

m−1y
i

∑
j fmy

j,i∑
j fm−1y

j,i

. (1)
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Where:
2015I

my
i is the index with base 2015 of the elementary

aggregation i in month m of year y.
fmy
j,i is the value in euros of the turnover in the estab-

lishment j that is part of the elementary aggregation i
in the period my.

As we can see in Eq. (1), it is compulsory to have
the information about the establishment in moth m and
m− 1 to compute the elementary index.

To preserve statistical disclosure control, this indexes
are not made public, and they are used only to compute
the compound indexes. For computing those indexes,
the weights for the aggregations are obtained through
the Structural Business Statistics of the Industrial Sector
as follows [22]:

Wi =
Turnover index of i in 2015
Total turnover of sections
B and C of NACE in 2015

(2)

Finally, the ITI is computed using a weighted average
as follows:

2015I
my
Uc

=
∑
i∈Uc

2015I
my
i ×Wi (3)

Where:
Uc is the subset of U , the target population of industrial
establishments, above the cut-off thresholds;
2015I

my
Uc

is the index with base 2015 of the aggregate
Uc.

Our advanced index proposal is based on Eqs (1) and
(3) but computing advanced elementary index by using
machine learning imputations.

2015Î
my
i = 2015I

m−1y
i

∑
j f̂my

j,i∑
j fm−1y

j,i

(4)

Where:
2015Î

my
i is the advanced index with base 2015 of the

elementary aggregation i in month m of year y.
2015I

m−1y
i is the index with base 2015 of the elemen-

tary aggregation i in month m of year y.
f̂m−1y
j,i is the real or estimated, in case of non response,

value of the turnover in the establishment j that is part
of the elementary aggregation i in the period my.

Once the advanced elementary indexes are calcu-
lated, the derivation of the advanced composite index,
2015Î

my

Uc
, is straightforward.

2015Î
my

Uc
=
∑
i∈Uc

2015Î
my

i ×Wi (5)

Finally, the index is seasonally adjusted following
INE Spain standards.

1.4. Pipeline of the process and modularity

The production process for the early estimates of the
ITI has been designed by following the international
production standard models and the approach about
the use of functional modularity stated in the working
paper by Esteban et al. [3] with the aim of producing
an industrialised standardized production process. The
whole process is completely modular, consisting in sev-
eral steps. The workflow and the flow of data can be
observed in Fig. 2.

It consists of four main stages and a preliminary
stage.

0. Preliminary stage: Collect and Validate Data.
1. Build Regressors: Regressors of the model are

built from the data source files.
2. Train Model: Model is trained after some previ-

ous treatments related to dealing with the missing
values, encode regressors and grid search.

3. Predict and Evaluate Predictions: Evaluation met-
rics are derived.

4. Compute Aggregates:Aggregates are computed
using the estimations of the models and they are
compared with the true aggregates to evaluate the
global performance of the model.

5. Visualize Output: Results are shown in a R Shiny
app.

The modularity approach can be observed in the fact
that a general organization for the whole process exists,
where each step is a folder and there are general data
storage and functions that can be used in several steps.
There is no survey-specific content, in the code imple-
mentation, only in the parameters files. For this reason,
the scripts are valid for any survey. The source code
for the whole process can be accessed at this repository
(https://github.com/davidsalgado/AdvITI).

2. Methodology

In the current production process, we compute the
population total YU after collecting (raw) and editing
(ed) the whole sample as stated in Eq. (6).

YU (t) =
∑
k∈Uc

yed
kt =

∑
k∈rt

yed
kt +

∑
k∈Uc−rt

yed
kt (6)

where Uc ⊂ U is the subset of the target population of
industrial establishments above the cut-off threshold(s)
and yed

kt are the edited turnover of establishment k at
time t.
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Fig. 2. Execution pipelines.

Notice that this can only be computed after finishing
these two production phases (collection and editing).
The goal is not to wait until all data collection and all
data editing are concluded to produce an advanced esti-
mation of the ITI with the ongoing collected informa-
tion. Considering the values that we already know and
predicting what we do not know yet, we decompose
this estimate as follows:

YU (t)=
∑
k∈rt

[
yraw
kt −e

(m)
kt

]
+
∑

k∈Uc−rt

[
ŷed
kt − e

(p)
kt

]
(7)

Where yraw
kt are the edited total turnover of establish-

ment k responded in the survey, ŷed
kt is the prediction for

the edited total turnover and e
(m)
kt = yraw

kt − yed
kt are the

measurement errors and e
(p)
kt = yed

kt− ŷed
kt the prediction

errors.
Based on this decomposition of the estimate and as-

suming E(e
(m)
kt ) ≈ 0, we propose an estimator consid-

ered the information we have at time t, the time instant
in which we are computing the estimate, which is given
by Eq. (8).

ŷU (t) =
∑
k∈rt

yraw
kt +

∑
k∈Uc−rt

ŷed
kt. (8)

This estimator will be obtained applying machine
learning methodology and algorithms that will be dis-
cussed below.

The predictor
∑

k∈Uc−rt ŷ
ed
k will be built using an

algorithm that minimizes for a test set, Ttest, the metric
in Eq. (9).∣∣∣∣∣ ∑

t∈Ttest

∑
k∈Uc−rt

(yed
kt − ŷed

kt)

∣∣∣∣∣ . (9)

We present here a modular approach used to calculate
the estimator (8) using machine learning techniques.
This estimator will be used to obtain an Advanced ITI.
This approach can be generalized to many Short-Term
Business Statistics.

– Prepare data. We gather raw data obtained by
provincial services, and cleaned data edited and
reviewed by central services. Cleaned data is ob-
tained with a delay of 1 month. The data is col-
lected from JAN-2015 to APR-2021. The data con-
tains information of respondents and non respon-
dents including their answers to the turnover sur-
vey and information about their activity, size, and
location. We include an example of regressors ma-
trix in Table 1.
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Table 1
Example of regressors matrix

Norden Date Zip code CNAE4_Code CNO1FF . . .
00000001P Jan15 28035 1234 1293451 . . .
00000001P Feb15 28035 1234 854745 . . .

. . . . . . . . . . . . . . . . . .
00000001P Apr21 28035 1234 3293451 . . .
00000002P Jan15 40400 8762 0 . . .

Table 2
Typology of regressors

ID Cross Long Cross + long External
Hist. series

√ √ √
× ×

Running month
√ √

×
√ √

Over these data we will use as target variable yed
kt

(CN01FF) which is obtained from the cleaned
data. The other variables will be used to obtain
regressors.

– Build regressors. 187 regressors are derived from
the data collected. We distinguish 5 types of them.

∗ ID variables: These variables contain direct in-
formation of the establishments and do not need
to be processed, e.g., location or activity codes.

∗ Cross sectional variables: These variables are
derived grouping rows by ID variables and
calculating functions on those groups (means,
quantiles, . . . ), e.g., mean of the current turnover
of the respondents by activity code. Note that
cross sectional variables of the current month
must be obtained from big size groups to avoid
overfitting.

∗ Longitudinal variables: These variables are de-
rived by summarizing the historical information
of a given establishment, e.g., moving average
of the previous 12 months. It is important to
note that including current month information
could lead to overfitting as most of the infor-
mation of the non-respondents is not available
during the running month.

∗ Cross sectional and longitudinal variables:
These variables are derived grouping rows by ID
variables and calculating longitudinal functions
of these groups, e.g., annual rate of change in
the turnover current mean grouped by activity.

∗ External variables. We include information from
the industrial price index (IPRI) and industrial
production index (IPI) that are available at t+
20.

Regressors are calculated in two ways: using only
historical data and including data from the current
period. The typology of regressors is explained in

Fig. 3. Testing methodology.

Table 2. As it was stated in Section 1.3, we do not
include any current data for the estimation of Ad-
vanced Index 0. The other three advanced indexes
are estimated with historical data and available
current data at the moment of their publication.

– Build model. The building model phase includes
preprocessing, model selection, metric and loss
function selection, grid search of hyperparameters
and train final model.

∗ Pre-processing. We deal with missing values by
imputing them using expert criteria rules. The
categorical variables are encoded following two
different strategies [23]:

∗ One-hot encoding for the categorical vari-
ables with few categories (6 30).

∗ Mean encoding for those with many cate-
gories.

∗ Model selection. We have used a boosting al-
gorithm because we are concerned in low bias
estimators. We are using lightgbm [24], an ef-
ficient implementation of traditional boosting
techniques. Other algorithms preliminary tested
were Lasso regression and random forest. The
results obtained were worse, but a systematic
analysis needs to be done.
∗ Minimize total error. The metric we desire to

minimize is the total error, given by Eq. (9).
This metric can not be used directly as a loss
function for different reasons: it is only referred
to a subset of the training set and it is not differ-
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Fig. 4. General Advanced Industrial Turnover Index.

entiable. It is important to note that this metric
is mainly focused on favouring the reduction of
bias over the reduction of variance, allowing big
errors, yed

kt − ŷed
kt, if they cancel out.

∗ Loss function selection. The loss function mini-
mized during training is the Mean Squared Error
(MSE),

MSE =
∑

t∈Ttrain

∑
k∈Uc

(yed
kt − ŷed

kt)
2

/
N (10)

we selected MSE for computability reasons
and because this loss function is minimized in
E(Ykt|Xkt). Since expectation offers linearity,
we can use in Eq. (9) the estimator given by
Eq. (11):∑

t

∑
k∈Uc−rt

Ŷ MSE
kt ≈

∑
t

∑
k∈Uc−rt

E[Ykt|Xkt]

= E

[∑
t

∑
k∈Uc−rt

Ykt

∣∣∣∣∣Xkt

]
(11)

where Ŷ MSE
kt is the predictor that uses MSE as

loss function. So, by minimizing MSE, we build
a low bias estimator of

∑
t

∑
k Ykt computa-

tionaly efficient. This is a justification of why
editing microdata can lead to a good estimation
of aggregates. Other loss functions have been
tested and the results obtained were much worse
in terms of metric given by Eq. (9).
∗ Grid-search of hyperparameters. We do cross

validation applied to time series by building
models sequentially using the last month as
test. We did an implementation in R follow-
ing the idea in the TimeSeriesSplit function in
“Scikit-learn” package [25]. The first model
is trained with information from JAN2015–
FEB2016 and validated in MAR16. We do this
sequentially until the last model is trained with
information from JAN2015–MAR2021 and val-
idated in APR21. For each batch, t, we select by
grid-searching the hyperparameters that reduce
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Fig. 5. Feature importance.

Fig. 6. General Advanced Industrial Turnover Index. The left panel corresponds to the first batch, the central panel to the second, and the right
panel to the third and last batch. In blue, the Advanced ITI 0, which does not include current information; in black, the advanced ITI for each
batch; in red, the final published index. For instance, in April 2020 our prediction for batch 01 (t+ 20) was 74.9 (black), the real value was 67.3
(red) and the prediction, if we had not included information of April, was 88.3 (blue).
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Fig. 7. General Advanced Industrial Turnover Index disaggregated by CNAE-09.

Eq. (9). We observe that the best hyperparame-
ters tend to be similar along all the periods.

∗ Train final model. Once the loss function and
best hyperparameters are selected, we train a
different model for each month.

– Calculate Advanced Index. For each batch of the
period MAR2016–APR2021 we predict the not-
yet-collected values as follows: let the current
month i, we train the model with all the months
until i − 1 and including the respondent data of
the current month, then we impute the not-yet-
collected values of month i and construct the es-
timator of the total (8) for month i. Later we esti-
mate elementary indexes using (4) and finally the
ITI by using general procedures (5) described in
Section 1.3.

3. Results

Firstly, we show the performance of the Advanced In-
dustrial Turnover Index during the period March 2016–
April 2021.

Advanced ITI is generally performing well. Perfor-
mance increases with more available data as it is ex-

pected in a machine learning model. The model gets
the seasonality but tends to overestimate August. In this
month, the turnover becomes a semi-continuous vari-
able, so in further development we will have to include
a step to predict whether the value of the target variable
is zero or different.

Figure 5 highlights the ability of the model to cap-
ture the seasonality, as the most relevant feature is the
turnover of the establishment in the same month of the
previous year (cn01_12).

One interesting result is the performance of the ad-
vanced ITI during the year 2020. In Fig. 6 we see the
effect of the lockdown and how the Advanced ITI 0
is unable to predict April-20. The other advanced in-
dexes, which include current month’s information, get
the lockdown’s effect. This illustrates the importance of
adding current periods data to the model.

In Feb-2020, there were some collection difficulties
due to the lockdown (February was collected in April)
so batch 01 was empty. Therefore, as we see in Fig. 6,
the Advanced ITI 1 is the same as Advanced ITI 0.

One last consideration about that figure is that during
August, one of the biggest industrial firms sent a huge
erroneous turnover data in the batch 02 which led to
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Table 3
Metrics by batch

Advanced Index 1 Advanced Index 2 Advanced Index 3
Mean absolute error 1.808597 1.243692 0.8068145
Median absolute error 1.2073 0.52445 0.36475

a bad prediction of Advanced ITI 2. A previous light
validation is needed to avoid this type of outliers.

The Advanced ITI can also be computed at different
levels of disaggregation. For example, in Fig. 7, the
Advanced Indexes are computed for the manufacture or
food products. In that figure it is clearly seen how the
initial prediction (ITI 0) gets generally improved by the
data from the batch.

The following table shows the mean absolute error
and median absolute error of the Advanced Indexes
given by Eqs (12) and (13):

MAEi =

M∑
m=1

|Îmi − Im|
M

(12)

MedAEi = Med(|Îmi − Im|) (13)

Where:
Îmi is the Advanced Index i for the month m,
Im is the published Index for the month m,
m covers the time Interval Mar 16–April 21.

Table 3 shows that the error tends to be less than 1.2
points in batch 01, 0.5 points in batch 02 and 0.36 points
in batch 03. It is important to note that the indexes are
around 100, so these errors are around 1% of the index.

Mean Absolute Error is higher than Median Absolute
Error due to mistakes during data collection, lockdown,
and lack of accuracy in August among others. This
issues, except August, are external to the model and,
therefore, the median absolute error is a good proxy of
the accuracy.

4. Conclusions

Advanced Industrial Turnover Indexes solve the
problem of timeliness and at the same time maintain a
good precision. Our proposal provides of an Advanced
ITI close to the real index 31 days earlier. As the pub-
lication date draws nearer, more data is available, and
the results converge to the real index.

Findings:

– Machine learning can help to reduce timeliness
in short term business surveys, maintaining good
accuracy levels. In addition, modularity makes the
methodology applicable to other types of surveys.

– Our study shows that there is need of data from
current period to obtain good estimates.

– Microdata, paradata and data from other surveys
enrich the model.

– Outliers are very difficult to model and have an
important effect on the model performance.

– It is specially useful when unexpected events oc-
cur, such as COVID-19 outbreak, because some
features of the machine learning model include in-
formation of the rare event in the respondent units
of the current month.

– Machine learning prediction models can be a great
tool for the data editing and imputation team be-
cause they could compute and analyse discrepan-
cies between real and predicted values. It is possi-
ble to receive erroneous values due to misreport-
ing, misunderstandings or technical difficulties so
with this methodology we can automatically detect
them and warn the responsible.

Limitations of the study:
– The hyperparameter tuning process could be

deeper if more computation power is available.
– The model is not very robust since most of the

units are small or medium size, but a small propor-
tion are big companies with a very important share
of the total turnover of the division. This makes
the prediction very volatile if the data of big firms
is gathered or not. In this sense manual imputation
is still a better choice for these units.

– The behavior of the turnover of some indus-
trial sectors can be very difficult to predict since
their turnover depends on few projects that can
be reported in one month. For example naval or
aerospace industry.

Future work:
– Data is available in 3 batches, however data is

collected continuously so having daily data could
increase the possibilities of the study.

– Apply to other kind of surveys. INE Spain is start-
ing to evaluate this methodology for the national
health survey and Economically Active Population
Survey.

– Use machine learning to perform selective editing
for determining the important and non important
units.
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– Use different machine learning models, such as,
Neural Networks or Random Forests and ensemble
learning.

– Select units that where imputed by traditional
methods where the unit sent their data after the
imputation. Then, apply our model to compare
the performance of actual methodology against
machine learning methodology.

This project was a pilot test for internal research
about the feasibility of machine learning techniques to
reduce timeliness in short term business statistics. The
results of this pilot are not conceived to be published
as statistical outputs because further development is
needed to implement this methodology in production.
However, we believe that this first steps are crucial to
begin using machine learning in production of official
statistics.
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