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Abstract. Data is an extremely important intangible good, but official data is not always available. It may be scarce for many
reasons, among which: low statistical capacities, poor funding for data and statistics, weak data dissemination and use culture. A
solution to fill data gaps needs to consider that there is data made available on the web, usually coming in an unstructured way,
that can be combined with innovative methods to generate relevant information. National and international organisations need to
engage with new data sources and methods considering the crisis of traditional data collection systems that causes data gaps. In this
light, FAO created in 2019 the “Data Lab for statistical innovation” to fill such gaps by modernising the Organization’s statistical
business, which means improving the timeliness and granularity of data collection, providing automated analysis, and capturing
early warning signals. It does so through the use of cutting-edge technologies (such as web scraping, text mining, geo-spatial data
analysis and artificial intelligence) and by introducing nonconventional data sources (social media, online newspaper articles).
This article summarises the experience of the FAO Data Lab and how it has been useful for the Organization to fulfil its mandate.
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1. Introduction

Understanding the world requires data. Unfortu-
nately, while for some domains we live in an era of
data deluge (e.g. realtime interactions and activities on
social networks, smart devices connected to the inter-
net), for other types of phenomena getting information
is much more difficult and/or expensive. For instance,
if a country wants to know how much of its agricul-
tural production does not reach consumers because it
gets lost along the value chain (e.g., due to bad stor-
age conditions), it requires to design a survey (create a
representative sample, decide the method of data col-
lection, etc.), compile all required information, stan-
dardise and aggregate results. This is not a trivial ex-
ercise, as it needs coordinated efforts, financial inputs,
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and human and technical capacities. It is not uncom-
mon that one or more of these resources are missing
in some countries, and, as a consequence information
may be collected infrequently, or may not be available.
In some cases, this situation has worsened because of
different factors: decreased statistical capacities and re-
duced budgets (limited number of staff, low technical
and managerial skills, poor statistical infrastructures,
poor coordination among data producers, and weak reg-
ulatory framework); poor funding on data and statis-
tics; weak data dissemination and use culture (e.g., the
vast majority of data on food and agriculture collected
through national surveys or censuses remains locked in
institutional silos, often available only in paper or PDF
formats that limit or prevent their re-use); increased
non-responsiveness to surveys/questionnaires.

In contrast to the issue highlighted above is the need
for more timely information to support decisions; and
a possible response is an increased use of methods and
technologies to extract data from unstructured sources.
In this context, official statistics are benefitting from the
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Fig. 1. On the left panel, number of articles on “machine learning” and “big data” along with the term “official statistics” on Google Scholar (as on
2022-02-11); on the right panel, the percentage over the total number of results once “official statistics” is removed from the query on Google
Scholar.

use of nonconventional data sources and new statistical
methodologies that can exploit these. To have an idea of
how official statistics are adapting, we report in Fig. 1
the evolution in the number of papers that mention
“official statistics” and either “machine learning” or
“big data”. As it can be seen on the left-side panel
(that reports the absolute number), in both cases the
increase is impressive, however the right-side panel is
more telling: it normalises the absolute counts by the
total number of papers that mention either “machine
learning” or “big data” without “official statistics”, and
shows a remarkable increase after 2019/2020 in the
number of articles that deal with novel methods.

When the Covid-19 pandemic hit the world in 2020,
it became clear that nonconventional data sources and
new methods that could improve coverage and provide
quick insights on given subjects were essential. How-
ever, there were already some efforts going on in that
direction. For instance, at the end of 2019 the Food and
Agriculture Organization of the United Nations (FAO)
created the “Data Lab for Statistical Innovation” with
the aim of finding ways to fill official data gaps by mod-
ernising the Organization’s statistical business, which
means improving the timeliness and granularity of data
collection, providing automated analysis and capturing
early warning signals. Covid-19 in a way accelerated
the transformation and made these activities gain higher
priority. As for data needs of FAO specifically, the ac-
tivities carried out by the Data Lab have been useful to
help the Organization to increase its statistical cover-
age by filling data gaps. The scope of this paper is to
illustrate the steps undertaken by the Data Lab, provide

examples of activities that have been successful, and
discuss possible directions.

The remainder of this article is structured as follows.
After this introduction, Section 2 provides some context
on the “data revolution” and tries to summarise how
it has been used in the context official statistics. Sec-
tion 3 introduces the Data Lab, its goals, and activities.
Section 4 gives some examples of how the Data Lab
has helped in filling data gaps. Section 5 concludes and
provides a possible roadmap for future activities.

2. The data revolution and official statistics

Before discussing what the Data Lab experience has
been in trying to improve the statistical coverage of
official statistics within FAO, it seems worth giving an
overview of what is called “data revolution” and of its
effects on official statistics.

New technologies such as smartphones, the “internet
of things” (IoT), and cloud computing are leading to
a tremendous increase in the volume of data creating
outstanding opportunities for informing and transform-
ing society through the data revolution. From the statis-
tics perspective, the high data volume may improve the
accuracy of the estimates of a given phenomenon and
provide more detailed information. At the same time,
statistical forecasts may be more frequent and timelier
due to their speed. Furthermore, the wide variety of
data may raise opportunities for integrating new data
sources and opening new statistical areas. These three
main features of the data age, also known as “big data”,
meet the National Statistics Institutes’ goals, as they
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Fig. 2. Number of articles by year published on SJIAOS journal that
co-occurred either “big data” or “machine learning” and “official
statistics” in their content from 2010 to 2021.

are responsible for producing official statistics used by
policymakers and other essential players in society.

In 2014, the Secretary-General’s Independent Expert
Advisory Group on a Data Revolution for Sustainable
Development published the report entitled “A World
That Counts: Mobilising the Data Revolution for Sus-
tainable Development”1 encouraging the national sta-
tistical institutes, the private sector and governments to
incorporate new data sources, methods and technolo-
gies in their analysis for achieving and monitoring sus-
tainable development. The report emphasised that in-
visibility and inequality are the two significant global
challenges for the current state of data. Invisibility is
when there are gaps in data for some group of individu-
als or geographic regions systematically. For instance,
in most data sets indigenous populations and favela res-
idents are left out. Inequality refers to the access to, and
use of, information, for instance, between developed
and developing countries and between data-poor and
data-rich communities.

To measure the impact of the data revolution on offi-
cial statistics, we collected all abstracts from the Statis-
tical Journal of the International Association for Official
Statistics (SJIAOS) that contain the keywords “official
statistics” and either “big data” or “machine learning”.
As a result, we found 161 abstracts written in English
and published between 2010 and 2021. Figure 2 shows
the number of articles found and their year of publica-
tion.

To understand and summarise the abstracts’ content
in a comprehensive way, the well-known topic model
Latent Dirichlet Allocation (LDA) – which is a genera-
tive statistical model proposed by [1] – was estimated.

1Available at: https://www.undatarevolution.org/wp-content/uploa
ds/2014/11/A-World-That-Counts.pdf.

This method requires to set in advance the number of
topics to be found in the set of documents (abstracts).
However, several metrics are proposed in the literature
to select the optimal number of topics in a data-driven
way, i.e., without imposing the number a priori, such as
those presented in [2,3], based on the topic similarities
and density-based, respectively. In this work, we used
the semantic coherence and exclusivity metrics pro-
posed in [4,5] to find the most suitable number of topics.
The number of topics suggested by the metrics is 3 or
4. By using human judgment of topic quality, the value
selected for this exercise is 4. To get better and more
interpretable results we included compound keywords
in the model that were extracted through the “Rapid Au-
tomatic Keyword Extraction” (RAKE) algorithm [6].
RAKE is a keyword extraction method which uses word
frequency and co-occurrence to detect the most relevant
words or phrases in a document. The RAKE algorithm
uses a list of stop words and a set of phrase delimiters
to split up the document text into candidate keywords,
which are contiguous sequences of words as they occur
in the text. After every candidate keyword is identified
and the graph of word co-occurrences is complete, a
score is calculated for each candidate keyword based
on the co-occurrence and the frequency of the individ-
ual words that compose the keyword. For instance, the
frequency of the word “big” is 62, and it co-occurred
with other words 77 times, so the word’s score is 1.24,
while the word “data” co-occurred 7132 times and its
frequency is 625 giving a score of 1.14. Therefore, the
score for the keyword “big data” is 1.24 + 1.14 = 2.38.

Table 1 shows the top 5 terms with the highest prob-
ability of occurrence in each topic. Note that the key-
word “data source” appears in two topics reflecting the
importance of this concept. Topic 1 can be summarised
as the possibility of using new data sources and big
data in official statistics. The articles on this topic pro-
pose guidance and perspectives on big data in official
statistics. An example of an article in this topic is “Big
Data: What can official statistics expect?” by Hackl [7].
Topic 2 highlights the new skills in statistics needed to
handle big data, which implies the emergence of the
Data Science field and the importance of democratis-
ing the data understanding. In addition, the topic also

2The word co-occurrence can be greater than its frequency because
the word can be counted multiple times depending on the length of
keywords. For instance, the candidate keyword “big data source”
represented in the co-occurrence matrix is a 3 × 3 matrix where in the
diagonal filled by one (word frequency) and 2 outside of the diagonal
(co-occurrences).
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Table 1
Top 5 terms ordered by the expected proportion in each topic

Topic 1 Topic 2 Topic 3 Topic 4
Official statistics Data science Data collection Big data
New data source SDGs Administrative data Data source
Data analysis Statistical data Statistical literacy Data revolution
Official statistician National statistical system Statistical production National statistical office
Statistical method Experimental statistics Machine learning Survey data

highlights the Sustainable Development Goals (SDGs)
in the context of the data revolution, and an example
of this is “Improving the quality of disaggregated SDG
indicators with cluster information for small area es-
timates” by Zulkarnain et al. [8]. Topic 3 focuses on
data management, such as data acquisition and integra-
tion. For instance, Fayyaz and Hadizadeh [9] present
the integration of data sources such as administrative
and big data to resolve quality of linkage methods. Fi-
nally, topic 4 is the use of big data in a practical way
in official statistics. For example, Pramana et al. [10]
provide a comprehensive review of practical experi-
ences in exploiting several Big Data sources for price
statistics. In a nutshell, the four topics summarise the
traditional dataflow in the statistical analysis: (i) plan-
ning and measuring the impacts of new approaches; (ii)
developing new skills to overcome the new challenges;
(iii) data collection; (iv) application of the methods.

A good overview of how organisations at the inter-
national level are employing these new methodologies
is reported in the latest United Nations Activities on
Artificial Intelligence report [11], which showcases 228
projects by 40 entities. We are now going to describe
how FAO is handling the process of innovation of its
methodological practices that incorporates new data
sources and methods.

3. The FAO Data Lab

The FAO Data Lab was created at the end of 2019
with the goal of providing support to the modernisation
of statistics of the Organization and increasing the data
coverage by using new methods and technologies to
extract data from unstructured sources. The first appli-
cation of these new methods was the extraction of sub-
national data from official statistical websites to fill data
gaps in the national agricultural production dataset or
validate its content. This application will be explained
in the next section.

As Covid-19 spread around the world in 2020, it
was clear that timely information was required to sup-
port decisions. In times of emergency, the timeliness

of data and the capacity to quickly and automatically
draw insights from data for policymaking become es-
sential. The pandemic has generated an increased need
for timely, possibly real-time, information from non-
conventional sources and its automated analysis. To
cover these new data needs, the Data Lab for Statistical
Innovation has been building and maintaining differ-
ent databases; among these: tweets from newspapers
worldwide, news about food value chains and related
matters from Google News, daily food prices informa-
tion on food loss and waste extracted from scientific
articles and other documents. While the latter will be
presented in a subsequent section, let us briefly mention
the others.

The Data Lab has been building since January 2020 a
comprehensive and up-to-date database with tweets col-
lected from more than 500 newspaper accounts world-
wide (as on 28 May 2022) on any topic. The text from
the tweets and the article associated with them are
extracted jointly when both are available. Therefore,
this database covers the tweets and the articles, which
makes the analysis more precise. After the extraction,
the texts pass through several NLP algorithms to en-
rich them. For example, methods to identify countries,
geographic areas, and food commodities cited in each
text are applied, as well as, part-of-speech tagging, sen-
timent computation, and language detection. Another
important analysis is topic identification. In the topic
identification, the tweets and articles are classified into
topics like “food value chain”, “food prices”, “climate
change”, “food security”, “covid19 pandemic”, and
other topics. The NLP processes applied in the tweets
are almost the same as in the Google News data source.
The main difference is that the articles are searched and
collected using pre-defined keywords associated with
the target topics.

For food prices, we provide two complementary
products: a nowcasting model of monthly food inflation,
and a daily price monitor. Both use information that is
updated daily and obtained from Numbeo,3 a “crowd-
sourced” database. Crowdsourcing means that ordinary

3https://www.numbeo.com.
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people update the information on the website. The site
contains different types of data: property prices, crime,
pollution, and food prices. It tracks daily food prices for
fourteen food products: bread, milk, rice, eggs, cheese,
chicken, beef, apples, bananas, oranges, tomatoes, pota-
toes, onions, lettuce. The daily food price monitoring
tool checks whether the growth rate in any of these com-
modities exceeds some given threshold created on sta-
tistical grounds and provides alerts in abnormal cases.
The nowcasting model for food price inflation, esti-
mates the indices up to the current month by using av-
erages of Numbeo’s food prices and other types of up-
dated frequently variables: the Twitter sentiment index
that is calculated by using the dataset of tweets men-
tioned before, the price of oil, and local currency unit
exchange rates to the US dollar. Both products are pub-
licly available in a friendly, yet powerful, dashboard at
https://www.fao.org/datalab/website/web/food-prices.

We will now provide information on how the Data
Lab has specifically addressed the issue of filling data
gaps in official statistics.

4. Filling data gaps in official statistics

Here we will not mention all the projects and col-
laborations of the Data Lab, but for space constraints
(and to be consistent with the article’s topic) this section
will cover the following topics: 1) scraping subnational
data from the internet in order to fill data gaps in FAO’s
agriculture production dataset; 2) using several non-
conventional sources to estimate the number of vulner-
able people in a country; 3) text mining from litera-
ture, reports, and other documents, to create a structured
global dataset of food loss and waste.

4.1. Using “web scraped” information for
agricultural statistics

Hand-in-Hand (HiH) is an evidence-based, country-
led and country-owned initiative of the Food and Agri-
culture Organization of the United Nations (FAO) to
accelerate the agricultural transformation and sustain-
able rural development to eradicate poverty (SDG 1)
and end hunger and all forms of malnutrition (SDG 2).
In doing so, it contributes to the attainment of all the
other Sustainable Development Goals.4 The Initiative
prioritises countries where national capacities and inter-

4https://www.fao.org/3/nb922en/nb922en.pdf.

national support are most limited or where operational
challenges, including natural or man-made crises, are
greatest. It uses the most sophisticated tools available,
including advanced geo-spatial modeling and analytics,
to identify the biggest opportunities to raise incomes
and reduce the inequities and vulnerabilities of the ru-
ral populations, who constitute the vast majority of the
world’s poor. It also uses these tools to improve the
targeting and tailoring of policy interventions, innova-
tion, finance and investment, and institutional reform.
For this, the Data Lab conducts agricultural produc-
tion data collection by means of artificial intelligence in
contexts where little data are available, typically in the
HiH priority countries and at a sub-national level (dif-
ferent types of administrative divisions). This process
allows the Data Lab to fill data gaps for the countries
that are part of the HiH initiative; it also serves as a way
to validate official data, creating a mechanism for data
quality control and supporting governments to improve
the quality of their work.

While the response rate to Agricultural Production
Questionnaires (APQ) has shown an overall increase
during recent years, as can be seen from Fig. 3, there are
some areas for which it is well below 50% (Oceania) or
consistently slightly below it (Africa).

A similar picture can be obtained once we compute
an APQ “completeness indicator”, calculated as the per-
centage of official data points over the total number of
possible country/commodities combinations for which
at least one official data point was ever provided by the
country in one APQ.5 Results are reported in Fig. 4,
and along with the previous Figure, shows that there is
space to improve the statistical coverage.

Increasing the statistical coverage can be done mainly
through two channels: there is a stronger collaboration
with countries so that they produce and/or provide more
data; or alternative data sources are used.6 Now, FAO
has been collaborating closely with countries over the
last few decades, and a possible outcome of recently
renewed efforts may be the increased response rate

5An indicator computed as such can understate the real complete-
ness degree of APQ sent back to FAO as it would not consider com-
modities included in the questionnaires, but for which a given country
has never provided any information. The indicator that we are using
here wants to highlight that if a country has ever provided a data point
for a commodity, then it means that it is relatively easy for the country
to produce such information so that if it is missing, it means that there
is indeed space to improve the statistical coverage concerning that
country.

6The two mentioned channels can be used complementarily of
course.
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Fig. 3. Average response rate to FAO’s Agricultural Production Questionnaire.

Fig. 4. Completeness indicator for Agricultural Production Questionnaires (see text for definition of “completeness”).

reported in Fig. 3. However, the coverage can still be
improved as shown in Fig. 4. Thus, this is the channel
that is pursued by the Data Lab: obtaining data not
included in the APQs by consulting sources available
online.

The process for getting data from alternative online
sources consists in “web scraping”7 the information by
following these steps: 1) searching for information on
the internet, mainly from National Statistical Offices
or Ministries websites;8 2) extracting the data from its
original source (e.g., PDF documents, Microsoft Excel

7It means programmatically extracting data from websites (from
web + scrape). A brief introduction to this topic is available at
https://en.wikipedia.org/wiki/Web_scraping.

8This first step is mainly done when a new country in added to the
list of countries for which data is required, though it is not always

files) and transforming it to a common format (a SQL
table); 3) standardising the data, with respect to com-
modity names (converted to the Central Product Clas-
sification, CPC9) and administrative area names (con-
verted to GADM10); 4) comparing to FAOSTAT data;
5) saving consistent data to the agricultural produc-
tion database or analysing discrepancies. Though this
process seems relatively straightforward, it is indeed
plagued with several difficulties. For instance, docu-
ments downloaded in step 2) are unfortunately never

possible to completely automatise the process given the different ways
data can be made available on the website (e.g., different structure
of the web address, different formats in which data is disseminated,
etc.).

9https://unstats.un.org/unsd/classifications/Econ/cpc.
10https://gadm.org/.
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Table 2
Statistics on information “web scraped” by the Data Lab in the context of the hand in hand initiative

Administrative level Data points Countries Commodities∗

Total Production Area harvested Other
National 20,666 9,933 9,223 1,510 23 566 (165)
First subnational 194,478 92,260 83,063 19,155 25 592 (166)
Second subnational 149,314 76,033 71,257 2,024 6 216 (97)
Third subnational 20,801 10,382 10,419 0 1 9 (9)

∗Number of unstandardised commodities; standardised commodities at the CPC level are reported in parenthesis.

ready-to-save into a database: there are different types
of formats with their own peculiarities; the most dif-
ficult cases are those where the original document is
a scanned copy where information needs to get ex-
tracted by OCR (Optical Character Recognition). For
this step, a series of heuristics is applied and documents
are passed through scripts that use information extrac-
tion techniques to obtain as much information as pos-
sible in a way that it is easy to export it in a tabular
format; besides this, documents are usually in local lan-
guages, thus they need to be automatically translated to
English. Another time-consuming step regards the stan-
dardisation of commodity and administrative units; for
this, we have developed a strategy that attempts to link
names by a fuzzy matching strategy that uses pre-built
regular expressions11 for all commodities and region
names. For commodities or regions with no matches,
a classification expert from FAO is consulted to help
assign the correct link.

As on 23 May 2022 the Data Lab has collected
385,259 data points referring to different administrative
levels (national and/or subnational) of 25 countries12

that include information on 592 different agricultural
commodities that, after a standardisation process, are
converted to 166 different commodities classified ac-
cording to CPC.13 The majority of data regards produc-
tion and area harvested, which are the main variables of
interest for the FAO agricultural domain, though dur-
ing the collection also other types of information are

11A regular expression is a string that uses some given pattern
for matching. For instance, “[Tt]omato(es)?” can match “Tomato”,
“tomato”, “Tomatoes” and “tomatoes”. See https://en.wikipedia.
org/wiki/Regular_expression.

12The most common combination of administrative levels avail-
able is national and first level subnational (18 countries); the second
combination is national, first, and second level subnational (4 coun-
tries); for the three remaining, at least the first level subnational data
is available.

13There are many more single products than CPC codes, as the
latter may aggregate different commodities. For instance, 01321 CPC
code aggregates pomelos and grapefruits, which may be found re-
ported under their own item in a national publication.

collected (e.g., tree count, sown area, average yield,
etc.).

Not all collected data, as presented in Table 2, is used
to integrate the data obtained from questionnaires. Sub-
national data needs first to be aggregated at the national
level as FAO’s production dataset contains information
on country data, and commodities are aggregated at the
CPC sub-classes level. Additionally, many of the data
points were already obtained from the APQs; when this
happens, the web scraped data is used to cross-check
the data already available. Indeed, this has already been
useful to find some discrepancies as, e.g., a country was
reporting data for one of the two crop seasons (thus un-
derreporting total production), and another one was not
including data for a disputed region (though it was in-
cluded in trade data). Once the proper aggregations are
done, 11,159 data points are candidates for inclusion.
Of these, 1,039 data points (9.3% of scraped data) have
been used to fill data gaps in the agricultural production
dataset. The remaining data points are still being anal-
ysed to check whether they are consistent with available
data and/or they can be incorporated in the dataset.

4.2. Creating vulnerability maps

Determining the living conditions of the inhabitants
of a country at the sub-national level is of great im-
portance for many purposes, including for policymak-
ing, investment, urban planning, administration, risk
management in hazardous areas as well as planning hu-
manitarian intervention. To estimate living conditions,
standard statistical methods make use of censuses and
surveys organised at regular intervals in time. However,
surveys and censuses are complex exercises that are
time-consuming, labour intensive, and expensive [12].
Therefore, countries that are characterised by events
that impact social and economic relations (like violent
conflicts), often cannot carry out sample-based data
collection that allows quantifying sub-national living
conditions.

In recent years different approaches were proposed to
estimate living conditions in data-poor regions. These
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methods make use of cheaper alternative sources of
data that are available in a timelier manner, therefore
helping to bridge existing data gaps. The most promis-
ing methods involve the use of remote sensing [13,14],
whereby a statistical model learns the relationship be-
tween remote sensing derived variables and a target
variable [15]. A popular approach involves the use of
satellite images from which specific features can be
extracted and used to estimate sub-national living con-
ditions and population levels. These features include
among others, the number and density of buildings, the
prevalence of shadows, the number of cars, the density
and length of roads, different types of agriculture, roof
materials, bodies of water, etc. For example, [13] aims
at explaining poverty variations at the village level in
developing countries such as Sri Lanka, and shows a
strong correlation between predicted poverty and spatial
imagery variables, indicating a 40% to 60% variation
in village-level poverty as explained by the national
model. [16] analyses rural India by means of a trained
convolutional model using satellite imagery data on the
roofing material, sources of lighting and drinking water,
roads, farms, and bodies of water.

The Data Lab has developed and implemented a
method that leverages these innovative methods for
estimating living conditions at the sub-national level.
Specifically, it makes use of deep learning models to
estimate a country’s land cover from satellite images.
This data is then combined with ancillary variables (for
example night lights, meteorological data, atmospheric
data etc.) to estimate population levels. Scraped socio-
economic data, which varies by country, are then used
to calculate through factor analysis, the vulnerability
score of a region. Finally, this vulnerability score is
projected on a map that helps to visually identify those
areas in which interventions should be prioritised. Pre-
senting these detailed estimates in maps is a powerful
communication tool because the maps summarise living
conditions for hundreds or even thousands of towns,
villages, or urban neighbourhoods on a single page and
in a visual format that is readily understandable by a
wide audience. Moreover, such maps enhance the inter-
pretation of the data by preserving the spatial relation-
ships among different areas, something that simply is
not possible in a tabular data format.

Figure 5 reports two vulnerability maps for Yemen:
one shows a “vulnerability score” ranging from 0 to
100, to be used to provide an easy way to compare dif-
ferent regions; the other shows the amount of vulner-
able people, and it thus indicates the magnitude of the
problem in absolute terms.

This approach relies on two key aspects: the valid-
ity of the underlying model, as well as the degree of
representativeness of these alternative data sources. In
terms of validity, the model might face shortcomings
if perturbing factors occur (such as economic or social
shocks) that effectively change the context in which
the model was trained. Additionally, if the model is
too context-specific, the relations estimated from the
model for a given country cannot be applied to another
country, making the model useless (not generalisable).
Having made these remarks, though, we believe that the
methodology can foster a cheaper and timelier estima-
tion of living conditions at sub-national level that can
complement – and in some cases substitute –, censuses
or surveys.

4.3. Expanding knowledge on food loss and waste

SDG Target 12.3 states that “By 2030, halve per
capita global food waste at the retail and consumer lev-
els and reduce food losses along production and supply
chains, including post-harvest losses.”14 To measure
and monitor food loss and waste (FLW) two indicators
have been proposed: the Food Loss Index15 and a Food
Waste Index,16 under FAO’s and the UN Environmental
Program’s custodianship respectively. The Food Loss
Index [17] requires data on the share of agricultural
products that gets spilled, spoilt or otherwise lost, or
incurs a reduction of quality and value during its pro-
cess in the food supply chain before it reaches the retail
stage (typically takes place at production, post-harvest,
processing, and distribution stages in the food supply
chain). The Food Waste Index requires information on
food that completes the food supply chain and is avail-
able at the retail stage, of good quality and fit for con-
sumption, but still does not get consumed because it
is discarded, whether or not after it is left to spoil or
expire (typically at retail and consumption stages in the
food supply chain). These two types of data are scarce.
To have an idea of its scarcity, and focusing only on
food loss from now on, as on 24 May 2022 there is a
percentage of official data points on this issue ranging
from 7% that is obtained by questionnaires sent by FAO
to countries (for the period 2015–2020). This means

14“Work of the Statistical Commission pertaining to the 2030
Agenda for Sustainable Development”, Resolution 71/313, adopted
by the General Assembly on 6 July 2017, pag. 16, https://
digitallibrary.un.org/record/1291226/files/A_RES_71_313-EN.pdf.

15https://www.fao.org/platform-food-loss-waste/flw-data/en/.
16https://www.unep.org/thinkeatsave/foodwasteindex.
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Fig. 5. Vulnerability maps for Yemen: Vulnerability score in the top panel, vulnerable population in the lower panel.
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that the vast part of this phenomenon is not officially
reported. However, there is a relatively good amount of
literature on this topic that reports estimates of food loss
for various products and stages of the value chain for
one or more countries. On this premise, and with full
commitment on calculating a Food Loss Index that is
evidence-based, FAO has developed a semi-automated
text-mining process to extract data on food loss from
articles, reports, and grey literature.17

The information extraction system consists of three
main steps: 1) automated document collection and pre-
processing; 2) modelled statistical assessment of the
relevancy of documents; 3) guided extraction of data.

In the first step, we query different sources to ob-
tain documents related to food loss by using generic
loss-related keywords (e.g., “post-harvest food losses”,
“post-harvest loss”, “food loss”). Scientific articles are
obtained through the FAO library subscriptions. Other
types of documents, such as working papers, confer-
ence proceedings, or technical notes, are harvested with
several scripts that were designed to query specific web-
sites such as the World Bank and World Food Program
document repositories, among others. Once the docu-
ments are downloaded and saved locally, several data
extraction steps are run to obtain metadata such as au-
thors’ names, article’s title, date of publication, and
language. Other useful information is also extracted or
computed: a text summarisation routine based on Natu-
ral Language Processing (NLP) steps is performed to
get a short summary of the document; keywords used
in identifying loss factors for countries and commodi-
ties are retained.18 All the extracted information is then
stored into a NoSQL datastore (Solr)19 to be used in
later processing steps and to be displayed to the user
into a user-friendly web interface.

The second main step of the process consists in
checking if the document is likely to contain actual
numbers of losses, i.e., checking its relevancy for the
task. For this task, different machine learning classi-
fiers were trained on a set of nearly 330 documents pre-
validated by an expert (28% were considered relevant)
by using as features different sets of word types and

17This activity started before the Data Lab was created, but it was
re-structured and systematised by the Data Lab.

18We keep a list of relevant groups of keywords required for the
project: countries, commodities, percentages, quantities (like tons,
kilograms, etc.), and loss and post-harvest related words. Each key-
word is defined as a “regular expression” so that matches allow for
common variants of the keywords looked for.

19https://solr.apache.org/.

relations extracted from them20 We considered 14 alter-
natives: AdaBoost, Decision trees, Gradient Boosting,
Gaussian Naive Bayes, Gaussian Process Classification,
K-Nearest Neighbors, Logistic regression, Multi-layer
Perceptron, Perceptron, Quadratic Discriminant Analy-
sis, Random Forests, SVM with SGD training, Support
Vector Classification, Complement Naive Bayes. We
compared results on different criteria (accuracy, recall,
precision, Matthews correlation coefficient, area under
the Receiver Operating Characteristic curve, and bal-
anced F-score) by 10-fold crossvalidation on 67% of
the complete sample, keeping the remaining 33% as
a testing set. We decided to keep the Random Forests
model because for most of the metrics it gave a bet-
ter result for basically all criteria (and less variability
across criteria). Each document is then passed through
the implemented classifier, which returns a probability
of it being relevant or not. This probability is stored
into Solr and shown to the analyst in a web user inter-
face – along with other details about the document – so
that they can sort documents by decreasing degree of
relevancy when they start the guided extraction.

The last step consists in a manual intervention by the
analyst that needs to assemble and validate the infor-
mation automatically retrieved in the previous steps. A
copy of the document is shown to the analyst with the
extracted information highlighted with different colours
according to the typology of keywords (countries, com-
modities, percentages). The tool has some pre-compiled
selection inputs with the information extracted from
the text, so that the user can validate the extracted in-
formation and eventually add more details (e.g., food
chain stage, sample size, methodology). When each set
of information is saved, it is sent to a standard SQL
database, which is linked to the documents stored in
Solr by means of a key so that it is always possible to
retrieve the document from which the information was
taken.

As of 28 May 2022, the published dataset is made
of 35,284 data points extracted from several hundreds
of different sources. It covers 161 countries and 267
commodities. While it contains data ranging from 1945
to 2022, the vast majority of figures are for relatively re-
cent years: 84% of observations are from 2000 and after,
while 44% are for 2010 and after. Besides information

20For instance, among the features used, we included the number
of percentages contained in the document and whether these appeared
near the word “loss” or “losses”, given that the goal of the exercise
was mainly to find if the document contained information on the
magnitude of losses for some commodity/country.
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Fig. 6. Data points by value chain stages contained in the food loss and waste dataset. “Other stages” refer to different stages of the value chain as
grading, processing, wholesale, etc., which are recorded separately in the dataset, but the number of observations is less than 1,000 per stage.

Fig. 7. Interactive tool to visualise and extract information on food loss and waste. Available at https://www.fao.org/platform-food-
loss-waste/flw-data/.
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on aggregated losses (i.e., for the whole supply chain),
it also contains data for different stages of the supply
chain. Figure 6 reports some selected stages (those with
a number of data points greater than 1,000), as well
as “Other stages” for which there are less observations
(e.g., grading, processing, wholesale).

The FLW dataset is disseminated to the public
by FAO at https://www.fao.org/platform-food-loss-
waste/flw-data/ so that it can be used by anyone who
wishes to know more about food losses and waste. Data
can be queried, downloaded, and plotted in an interac-
tive and structured way. A screenshot of the interactive
tool that displays the data is reported in Fig. 7.

All the data collected for the FLW dataset serve a
twofold scope. On the one hand, the dataset wants to be
an instrument for researchers and analysts to understand
better a domain for which official data is scarce and
unofficial data is sparse and not systematised, so that
they can study the phenomenon and reach their con-
clusions. On the other hand, it is exploited by FAO to
impute missing data for losses on primary products for
all countries. While describing the details of this impu-
tation process is out of scope for the current paper ([17]
and a forthcoming FAO/ESS Working Paper), it may
suffice to say that all the information available on losses
(official and collected through the text-mining process
described before), is used in a random effects model
that considers as explanatory variables many factors
that are deemed to have some effect on food losses (e.g.,
electricity prices, oil prices, fertilizer prices, weather,
rainfall, agricultural investment); the resulting model
is used to provide yearly estimates of losses for ev-
ery country/commodity combination where data is not
available. By aggregating official and imputed data, the
magnitude of food loss has been found to be of around
14% at the global level [18].

5. Conclusions

When Covid-19 unfolded in early 2020, the need
for innovative data and methods to have quick insights
became crucial. We have shown that the use of “ma-
chine learning” and “big data” increased visibly in offi-
cial statistics, relatively to other fields. However, while
Covid-19 accelerated the process, there were already
signals showing data science tools gaining popularity
across National Statistical Offices and International Or-
ganisations.

In this paper, we have given an overview of this pro-
cess by discussing how the Food and Agriculture Or-

ganization of the United Nations acknowledged that
data science is opening new ways to do old things and
adaptation to the new framework are required. In this
light, FAO created the “Data Lab” at the end of 2019
in the Statistics Division (ESS) aiming at modernising
the Organization’s statistical business by improving the
timeliness and granularity of data collection, providing
automated analysis, and capturing early warning sig-
nals. ESS identified some immediate ways of using data
science for official statistics. One example is structur-
ing unstructured disaggregated data scraped from the
internet on agricultural production, harvested area, and
related concepts to fill in data gaps present in official
data collected by FAO through questionnaires compiled
by countries. The new database has been very well ac-
cepted and the scraped data after a validation process is
part of the official dissemination in FAOSTAT. Besides
this first application, this data has been used along with
satellite imagery, other web scraped data, and factor
analysis to compile a proxy indicator for poverty that is
being used in highly vulnerable countries for humani-
tarian planning and interventions. Another reported ex-
ample of methods used to fill data gaps is the Food Loss
and Waste database that contains data obtained from sci-
entific articles (or other types of specialised documents)
through a combination of text-mining techniques, semi-
automated extraction, and machine learning methods.
This dataset is currently the largest on the subject, and
is used as input into an estimation model for official
reporting on SDG 12 Target 12.3. This dataset is also
released to the public for research and analysis.

While the emphasis of this article has been centred
on activities related to activities aiming at filling data
gaps, the Data Lab has participated and is currently
involved in several other projects that, for the sake of
space, cannot be detailed here. For instance, it is also
implementing several text mining projects that anal-
yse/systematise documents that have attracted great at-
tention in the organisation, such as an analysis of the
pathways texts created for the 2021 Food Systems Sum-
mit to summarise and find commonalities across coun-
try programmes21 an indicator on the use of statistics
for policy making, and methods to automatise the clas-
sification of legislation and policy texts. These activities
help address another major need which is to process
documents and save the human resources necessary to
carry out the work manually.

21An interactive dashboard is available at: https://www.fao.org/
datalab/dashboard/food-systems-summit/.
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