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Poverty mapping in Latin America: ECLAC
experiences on small area estimation
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Abstract. Poverty mapping is a valuable tool for governments and international organizations to identify the geographical areas
and population groups that are most deprived or vulnerable. This approach can lead to designing and monitoring development
policies more effectively. This article presents the recent experience of the Statistics Division of the UN Economic Commission
for Latin America and the Caribbean (ECLAC) in using Small Area Estimation (SAE) methods to combine information from
household surveys, censuses and satellite imagery to deliver poverty estimates at the provincial and municipal levels, which could
not be attained using the household surveys alone.
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1. Introduction

Most Latin American and Caribbean countries reg-
ularly implement nationally representative household
surveys to measure living conditions indicators, includ-
ing poverty and income inequality. These surveys can
generally be disaggregated geographically by urban and
rural areas and the first-level administrative division
(i.e. departments, provinces or regions). However, when
it comes to obtaining a more dissagregated direct esti-
mation of such indicators, results are subject to lower
levels of accuracy and precision, which might be below
the established quality criteria for their use. Small Area
Estimation (SAE) techniques allow obtaining such dis-
aggregated estimates while improving inference quality.

This article presents the recent experience of the
Statistics Division of the United Nations Economic
Commission for Latin America and the Caribbean
(ECLAC) in applying SAE techniques to estimate geo-
graphically disaggregated poverty indicators based on
household disposable income in seventeen (17) coun-
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tries in Latin America. The results show a significant
improvement in the precision of FGT-family indicators
for geographical areas where the surveys do not attain
adequate representativeness.

ECLAC regularly produces standardized national es-
timates of extreme poverty and poverty for Latin Ameri-
can countries, using a methodology that aims to achieve
regional comparability. Even though countries in the
region publish their official poverty statistics, the diver-
sity of procedures and assumptions used in these esti-
mates prevent direct comparison, possibly leading to
erroneous conclusions by not considering their method-
ological differences.

The ECLAC approach for measuring poverty clas-
sifies a person as poor when the per capita income of
their household is lower than the poverty line, based
on the cost of meeting their food needs and other ba-
sic non-food needs [1]. The cost of food needs is esti-
mated through the construction of basic food baskets,
which provide the recommended amounts of energy
and nutrients while reflecting the consumption habits
of the population. The requirements come from cur-
rent international recommendations to sustain a healthy
life. Consumption habits are captured through house-
hold income and expenditure surveys and correspond to
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those of a particular subset of the population (reference
population) that satisfies a set of basic needs.

The monthly cost of the basic food basket is referred
to as the extreme poverty line. The cost of non-food
needs is included in the poverty line by multiplying
the extreme poverty line by the Orshansky coefficient
(quotient between total expenditure and expenditure on
food) of the same population of reference used to define
the basic food basket.

The indicators commonly used to measure poverty
corresponds to the family of parametric indices pro-
posed by [2]. These indices (denoted FGT) correspond
to the following equation:

Fαd =
1

Nd

Nd∑
i=1

(
z − ydi
z

)α
I(ydi < z)

In this expression, Nd is the total population in the
subpopulation of interest d, ydi is the per capita in-
come per household, z is the value of the basic food
and non-food basket (i.e. poverty line), and α is a pa-
rameter greater than or equal to 0 that determines the
properties that the index fulfils. When α = 0, the FGT
index corresponds to the traditional “headcount index”
(denoted by H); that is, the proportion of people below
the poverty line. If α = 1, the FGT index corresponds
to the “poverty gap”, which measures the “depth” of
poverty and indicates the average distance of poor peo-
ple’s income to the poverty line, weighted by the in-
cidence of poverty. If α = 2, the coefficient assigns a
greater relative weight to the observations whose in-
come is at a greater distance from the poverty line and,
therefore, makes the indicator sensitive to the income
distribution among people under the poverty line [3].

Household surveys are designed and implemented
by national statistical offices to generate representative
statistics at a predefined level of aggregation, generally
based on large geographic subdivisions, sex, or socioe-
conomic groups of the population. However, when di-
rect estimations of different indicators are needed in
smaller subdivisions than those envisaged initially, the
inference resulting from the surveys is not enough pre-
cise or accurate. The higher the disaggregation, the less
efficient the estimators become, and their reliability de-
clines ostensibly. In the case of some complex indica-
tors, this can even generate bias problems in the direct
estimation and its standard error.

The implementation of the ECLAC methodology for
poverty maps in each of the 17 countries followed these
six stages:

– Selection, standardization and homologation of
covariates in the databases (censuses and house-
hold surveys). Adaptation of satellite imagery as
state-level covariates; definition of poverty indica-
tors.

– Updating intercensal counts related to covariates
preserving the census structures while updating
marginals from the household survey.

– Definition of the models for indicators related to
income and poverty. Analysis of possible interac-
tions, selection of auxiliary variables and estima-
tion of model coefficients.

– Prediction of poverty on censal poststrata and
small areas. Estimation of the MSE based on Boot-
strap replicas.

– Validation of model assumptions and benchmark-
ing using ECLAC estimates of mean income and
poverty at the national, urban, and rural levels.

– Generation of maps for 17 countries of Latin
America.

After this introduction, Section 2 summarizes the
SDG mandate for disaggregated statistics and reviews
the three information sources used in this data integra-
tion process. Section 3 introduces the problem of updat-
ing intercensal counts as an input for the SAE model.
Sections 4 and 5 show the theoretical foundations of
the multilevel models based on unit-level SAE models
and their corresponding mean square error estimation
based on MCMC replicas. Section 6 describes the fun-
damentals of model checking and the benchmarking
methodology. Section 7 delivers some final remarks
on the usefulness of poverty maps in the region and
presents the resulting poverty maps along with some
technical considerations for their use and interpretation.

2. SDGs and sources of information

The 2030 Agenda for Sustainable Development com-
prises 17 sustainable development goals (SDG) that in-
tegrate the different dimensions of development, such
as the economic, social, and environmental. The 2030
Agenda focuses on the most vulnerable subgroups of
the population. This is why the Leave No One Behind
(LNOB) mandate required to disaggregate SDG indi-
cators by income, sex, age, race, ethnicity, migratory
status, disability, geographic location, or other charac-
teristics [4].

According to United Nations (2019), almost one-
third of the global SDG indicators can be derived from
household surveys. Poverty indicators are not an ex-
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Table 1
Latest surveys available in ECLAC’s surveys databank

Country Survey Year
ARG Permanent Household Survey (EPH) 2020
BOL National Household Survey 2020
BRA Continuous National Household Sample Survey 2020
CHL National Socioeconomic Characterization Survey (CASEN) 2020
COL Large Integrated Household Survey 2020
CRI National Household Survey (ENAHO) 2020
DOM National Continuous Labour Force Survey (ENCFT) 2020
ECU National Survey on Employment, Unemployment and Underemployment (ENEMDU) 2020
GTM National Survey on Living Conditions 2014
HND Multipurpose Household Survey 2019
MEX National Household Income and Expenditure Survey (ENIGH) 2020
NIC National Household Survey on Living Standard Measurement 2014
PAN Multipurpose Survey 2019
PER National Household Survey – Living Conditions and Poverty 2020
PRY Continuous Permanent Household Survey (EPHC) 2020
SLV Multipurpose Household Survey 2020
URY Continuous Household Survey 2020

ception, as they are traditionally derived from contin-
uous household surveys in Latin American countries.
However, regular surveys are not planned to provide
disaggregated poverty estimates for the LNOB man-
date subgroups. However, data integration from various
sources and small area estimation methods can serve
as a proper vehicle to provide society with this kind of
estimate.

Small area estimation (SAE) is a set of statistical
techniques that serve to obtain disaggregated estimates
of population parameters to improve inference quality
when the disaggregation of direct household survey es-
timates does not meet the quality criteria required for
publication. ECLAC has developed a production sys-
tem to monitor poverty in 17 Latin-American countries
at the levels that the LNOB mandate requires. Imple-
menting the SAE approach presented in this paper re-
quires having access to three sources of information:
household surveys, censuses and satellite imagery.

National household surveys are compiled annually by
ECLAC for its Household Survey Data Bank (BADE-
HOG), a repository of household surveys from 18 Latin
American countries maintained by the Statistics Divi-
sion. While these surveys are of different types – labour
force surveys, living conditions surveys, and income
and expenditure surveys – they are the sources of infor-
mation used to produce the national official poverty and
inequality statistics in each country. Table 1 shows a
comprehensive summary of the household surveys used
in this poverty mapping exercise.

Data from national population censuses are obtained
from ECLAC’s census data bank, maintained by the
Population Division (CELADE). In addition to micro-
data from the previous and current rounds of censuses,

CELADE also provides the software Redatam. This
computational solution handles large volumes of cen-
sus microdata with a hierarchical structure down to the
smallest area of the census exercise (blocks). It allows
accessing and processing of encrypted census databases
at high speed. Table 2 shows the population and housing
censuses used in this exercise.

Additional data sources can also improve the accu-
racy of probabilistic surveys. The use of satellite im-
ages for small area estimation originated in 2002 [5]
when crop yields were enhanced by employing a post-
stratification estimator based on satellite spectral data
from Indian satellites. This information made it possible
to predict crop yields at the level of small geographic
areas in India. Satellite data was obtained from Google
Earth Engine, through Javascript and Python program-
ming languages, and recently since 2021, in R with the
rgee package [6].

Information based on remote sensing usually has al-
low more geographic disaggregation that can be dif-
ficult to attain by traditional means such as surveys
or administrative records. The use of satellite images,
particularly night lights, urban cover fraction and crop
cover fraction may give countries the option of compen-
sating for the lack of population censuses and detailed
surveys [7].

3. Updating intercensal counts

Population and housing censuses in Latin American
countries are the primary source of detailed information
about their inhabitants and socio-demographic char-
acteristics. In most developing countries, population
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Table 2
Latest censuses available in ECLAC’s census databank

Country Census Year
ARG National Census of Population, Households and Dwellings 2010 2010
BOL Population and Housing Census 2012 2012
BRA Demographic Census 2010 2010
CHL 2017 Chilean census 2017
COL National Population and Housing Census – CNPV – 2018 2018
CRI X National Population Census and VI Housing Census 2011
DOM IX National Population and Housing Census 2010 2010
ECU VII Population Census and VI Housing Census 2011
GTM XII National Population Census and VII Housing Census 2018
HND XVII Population Census and VI Housing Census 2013 2013
MEX Population and Housing Census 2020 2020
NIC 2005 Nicaraguan Population and Housing Census 2005
PAN 2010 Nicaraguan census 2010
PER XII Population Census, VII Housing Census 2017 2017
PRY II National Indigenous Population and Housing Census 2002 2002
SLV VI Population Census and V Housing Census 2007 2007
URY Population Census 2011 2011

censuses are carried out only every 10–15 years, which
means the auxiliary information may be outdated. It
would be expected that the quality of indicators result-
ing from an SAE procedure would benefit more from
other sources of supplementary information.

Household surveys in Latin America are conducted
annually, or at least more frequently than censuses. To
keep cost at a feasible level, sample sizes are not enough
to allow quality statistics to be generated at more disag-
gregated levels then study domains. This means that the
survey cannot be used to adequately answer questions
such as “how many indigenous young women in a given
locality have completed their primary education?” To
improve the quality of the estimates, SAE methods usu-
ally combine information from a probabilistic sampling
survey with ancillary information, for example, from a
population census.

As not every country in Latin America has a re-
cent census, it is desirable to update census population
counts by subgroups. For that purpose, we take advan-
tage of the marginal counts provided by a survey to up-
date the census counts. Then, when making predictions,
we ensure our prediction is consistent with the updated
distribution of the population across groups.

The need to work with up-to-date census tables is not
unique to small area estimation. The field of demogra-
phy offers different methods to update census counts [8]
and table updating techniques have also been used to
generate synthetic population data.

For simplicity, let us consider a two-way tableXaj of
population counts, where the rows of the table represent
administrative areas, and age categories are defined in
the columns. Each cell in the table contains the number
of people corresponding to each combination of area

and age groups. In addition, row margins, Xa. and mar-
gins X.j gives the population totals by areas and age
groups, respectively.

One solution to update census counts is given by
the Structure Preserving Estimator (SPREE) in one or
more categorical variables of interest according to study
domains for post-census years. The SPREE method is
popular in the context of small area estimation. The pro-
cedure employs the iterative proportional fitting (IPF)
procedure [9], also found in the literature as raking ra-
tion or multiplicative raking, to adjust the counts of a
contingency table based on a set of given margins.

Because SPREE (through IPF) uses direct (and re-
liable) estimates, usually marginal totals from survey
data, this technique is commonly seen as part of syn-
thetic estimators. The SPREE method assumes the allo-
cation structure obtained from an updated survey pro-
viding recent and reliable margins (rows and columns).
On the other hand, it is assumed that the association
structure that the census can provide is more solid; that
is, it manages to represent the cells (interactions be-
tween rows and columns) in a more appropriate way
than the survey data. In this sense, the SPREE method
assumes that these interactions remain constant in the
post-census years.

4. Small area models

ECLAC has implemented two approaches for poverty
mapping in Latin America; depending on the charac-
teristic of the sources of information, it can be possi-
ble to disaggregate poverty estimates at the department
level or the municipality level. The former case is used
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to produce annual poverty estimates at the first-level
administrative divisions (i.e. departments, provinces or
states), disaggregated by a set of covariates from the
2030 Agenda’s Leave No One Behind Mandate. For
example, department-level maps of poverty rate by age
group and ethnicity. The latter case is the traditional
poverty map, where the second-level administrative di-
vision (municipalities) is of interest to visualize the
poverty distribution across the countries. ECLAC per-
forms both approaches and has automatized them to
regularly produce both kinds of estimates.

4.1. SAE for departments

According to [10], there is a standard set of well-
recognized small area models in practice. Still, none
is flexible enough to simultaneously generate SAE es-
timates for multiple disaggregations (domains) of in-
terest. Moreover, some countries carry out household
surveys that are not representative of all subgroups of
interest (for example, disability, education, or ethnic-
ity), making the model’s classical assumption of includ-
ing only one random effect (based on administrative
divisions) unfeasible. This way, a suitable model that
takes into account the considerations above and that, at
the same time, is easy to automate and implement on a
regular basis is given by a multilevel/mixed regression
model.

Considering that the different combinations of the
covariates can be defined as post-strata of interest, the
model can be used to predict indicators of interest in
each post-strata. Analogously, these post-strata can be
conveniently aggregated at a higher level to generate
small area estimates. This way, authors such as [11]
developed a proposal that allowed a cross-estimation
of the proportion of cases of chronic obstructive pul-
monary disease (COPD) from a multilevel logistic
model with random effects at the state-level and nested-
county-level, using data from the Behavioral risk fac-
tor surveillance system and post-stratification using the
counts of people in the census blocks of interest (ob-
tained from the 2010 U.S. Census), to obtain SAE esti-
mates at the census block level that can be conveniently
added to any other higher geographic unit.

ECLAC has applied an alternative form of the Multi-
level Regression with Post-stratification (MRP) model,
which allows estimates of poverty indicators in the
blocks formed by the intersection of different domains,
such as age, ethnicity, urban/rural area, educational
level, sex and disability status. Following the guidelines
of authors such as [12,13], the multilevel regression

model is adjusted with the National Household Surveys
microdata that contain information on the income and
poverty level of the household and its members and
personal information such as age, ethnicity, urban/rural
area, educational level, sex, disability status, etc. The
multilevel part of the model uses aggregate information
at the department level on census covariates and satel-
lite imagery (night lights, urban cover fraction and crop
cover fraction).

Addionatly, the poststratification stage is carried out
with aggregate information at the department level on
the total number of people in each possible combina-
tion of the personal information variables on which the
estimation process will be carried out. This data comes
directly from the SPREE procedure.

The MRP model is used to combine the previous
types of information to estimate three leading indica-
tors: the proportion of people below the poverty line,
the proportion of people below the extreme poverty
line, and the mean income (escalated to poverty lines)
within the departments of every country in Latin Amer-
ica. In summary, this model is composed of two parts:
firstly, we fit a multilevel regression model using survey
data and department level information; later, using the
updated census counts, we predict each of the post-
stratification cells. The details of each stage of the MRP
model are set out below.

As previously mentioned, ECLAC’s surveys data-
bank contains standardized microdata for 17 countries.
Variables of interest include income, poverty and ex-
treme poverty; Also, all of the covariates used to predict
indicators of interest in small areas are also standardized
and available to use in the SAE models.

According to the model, the probability of being poor
for the i-th person in the j-th post-stratum can be defined
for every unit in the survey. The model aims to relate
the expectation ρdi of the dichotomous variable with the
auxiliary information covariates. The procedure models
the logarithm of the quotient between the probability
of being poor to their complement in relation to the set
of unit-level covariates, xji, and the set of department-
level covariates, zd.

ln

(
ρji

1− ρji

)
= x′jiβ + zdγ

The variables in vector x that describe personal infor-
mation are ethnicity (indigenous, afro and rest); educa-
tional level (no education, basic, secondary, higher); sex
(male/female); area (urban/rural); disability (yes/no);
and age group (under 15, 16–30, 31–45, 45–60, 61 and
above). The department-level covariates in vector z
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are the unemployment rate, night lights, urban cover-
fraction, and crop cover-fraction.

In the above equation, the β coefficients denote the
random effects of the variables x′ji on the probabilities
that the i-th person be poor, while the γ coefficients
denote the fixed effects on the department-level covari-
ates, zd. This way, the characterization of a multilevel
model lies in the fact that the effects of the explana-
tory variables are not considered parameters but random
variables. From a Bayesian perspective, we have that
every component βl on the vector β, and each com-
ponent γr on the vector γ follows a noninformative
distribution:

βl ∼ normal(0, σ2
l )

γr ∼ normal(0, σ2
r)

After estimating the parameters of the multilevel lo-
gistic regression model, the probability vector ρ̂ = [ρ̂ij ]
for any person to be poor can be predicted from the set
of covariates. Since the variables that describe personal
information are categorical, there will only be a certain
number of possible values for ρ̂. To carry out the post-
stratification step, it is necessary to know – for each
indicator to be estimated – how many people are in each
of the possible combinations of all possible crosses of
the variables in vector x. Assuming that there exist Q
possible combinations (also known as post-strata), these
figures come directly from the updated census counts
and shall be denoted as Ns1, · · · , Ns,j , · · · , NsQ. This
way, the estimate of each indicator for the department
is given by:

ρ̂s =

∑Q
j=1Nsj ρ̂sj∑Q
j=1Nsj

That is, the Q possible values of ρ̂ij are weighted by
the estimated size of all the possible crosses of the co-
variates within the department. Finally, the observation
is made that the model will be fitted again each time
new surveys are available.

4.2. SAE for municipalities

ECLAC uses a unit-level model with adjustments to
the complex sampling design to estimate average in-
come and poverty indicators at the municipality level
when a recent census is available. The chosen approach
was first proposed by [14], and it induces an approx-
imation of the best empirical predictor (Pseudo-EBP)
based on the model with nested errors [15]. Figures 2–4
shows the poverty maps for three latinamerican coun-
tries using this approach.

This method assumes that the transformed income
variable y∗di = log(ydi+c) follows the model described
below (for simplicity, we will denominate the trans-
formed variable as ydi).

y∗di = xTdiβ + ud + edi.

i = 1, . . . , Nd, d = 1, . . . , D,

whereβ is the vector of regression coefficients, ud is the
area random effect ud

iid∼N(0, σ2
u) and edi

iid∼N(0, σ2
e)

are the errors for individuals in the dth area and are
considered independent from the random effects. No-
tice that we transform the variable of interest to ensure
the normality structure of the model with nested errors.
The model considers a transformation of the variable
percapita income that guarantees an approximately nor-
mal distribution. For this purpose, the Box-Cox and
Log-Shift transformation families were explored. The
latter was chosen to carry out the transformation of in-
come in the models of the three countries, although the
parameters associated with each country were different.

The procedure consists in creating a new variable
f(ydi) = log(ydi+ c) for a grid of predefined values of
c, which is a constant that ensures the normality of the
transformed variable. Also, we make sure that Fisher’s
coefficient of skewness is close to zero. The values
for the constant c used in each country are expressed
in local currency units and are the following: 8,600
(CLP in Chile), 81,958 (COP in Colombia), and 10.96
(PEN in Peru). Figure 1 illustrates the symmetry of the
distribution associated with the transformation of per
capita income.

Under this model, the vectors yd are independent
and follow a normal distribution with mean µd =Xdβ
and covariance matrix given by:

Vd = σ2
u1Nd

1TNd
+ σ2

e1Nd
1TNd

.

According to [16], for those FGT indicators that can
be defined as a function of yd – that is, δd = f(yd) –
the best linear predictor is the one that minimizes the
Mean Square Error (MSE) and is given by:

δ̃Bd (θ) = Eydr
[δd(yd)|yds;θ]

In this expression, the expected value of the response
variable for out-of-sample elements within the domain
d (denoted ydr) is conditional on the values observed
in selected households and the model parameter vector
(usually unknown). As [16] states, replacing θ with a
consistent estimator θ̂ gives the best empirical linear
predictor δ̃EB

d = δ̃Bd (θ̂). By decomposing the yd vec-
tor and Xd, Vd matrices in two parts, one associated
with the sample and the other related to the out-of-
sample observations; we have that
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Fig. 1. Density of the Log-Shift transformation for per capita income for Colombia (left), Chile (center) and Perú (right). Source: Prepared by the
authors.

yd =

(
yds
ydr

)
,Xd =

(
Xds

Xdr

)
,

Vd =

(
Vds Vdsr

Vdrs Vdr

)
Since yd follows a normal distribution, the condi-

tional distribution ydr|yds will also be a normal distri-
bution parameterized as follows:

ydr|yds ∼ind N(µdr|s,Vdr|s) with

d = 1, . . . , D

To avoid the bias induced by ignoring the sampling
design in the model, the parameters of the above distri-
bution may consistently be estimated by including the
sampling weights (wkd)

µ̂dr|s =Xdrβ̂ + γ̂d(ydw − xTdwβ̂)1Nd−nd

V̂dr|s = (σ̂
2
e + σ̂

2

u
(1− γ̂d))1Nd−nd

1TNd−nd

Being 1j a vector of ones of length j, ydw =∑
j∈sd wkdykd/

∑
j∈sd wkd, xdw =

∑
j∈sd wkdxkd/∑

j∈sd wkd, γ̂d = σ̂2
u/(σ̂

2
u+σ̂

2
eδ

2
d) y δ2d =

∑
j∈sd w

2
kd/

(
∑
j∈sd wkd)

2. Furthermore, β̂, σ̂2
e y σ̂2

u are consistent
estimators for the regression coefficients, the variance
of the error, and the variance of the random effects,
respectively. Therefore, the conditional distribution of
an out-of-sample household (i ∈ rd) is given by:

Ydi|yds ∼ N(µdi|s,σ
2
di|s) with

d = 1, . . . , D

Moreover, it is estimated by the following expression:

µ̂di|s = x
T
diβ̂ + γ̂d(ydw − xTdwβ̂)

V̂di|s = σ̂2
u(1− γ̂d) + σ̂2

e

The estimation equation for the FGT poverty indi-
cator of order α(δd = Fαd) is obtained by rewriting
the indicator as a function of the response variables ydi.
However, since it is not possible to identify and link the
units of the survey samples with those of the censuses,
then the approach used is a Census-EB type, which as-
sumes that all the elements of the census are associated
with out-of-sample observations, as follows:

F̃Bαd(θ) =
1

Nd

(∑
i∈rd

F̃Bα,di(θ)

)
It is essential to clarify that the ratio of the number

of sample units to the number of people in the coun-
try is low in most countries. Therefore the Census-EB
predictor will perform quite similarly to Pseudo-EBP.
We consider a Monte Carlo simulation procedure to
estimate poverty indicators since the expectation that
defines the best predictor often cannot be calculated
analytically. The steps of the algorithm are as follows:

– Fit the unit-level model based on the survey data
(ys,Xs) to obtain consistent estimators θ̂ =

(β̂T , σ̂2
u, σ̂

2
e)
T

of the vector of unknown parame-
ters θ.

– Estimate the vector of means µ(di|s) and of
variances σ(di | s)2 using the estimate θ̂ =

(β̂T , σ̂2
u, σ

2
e)
T

from step 1 in the equations de-
fined for the conditional distribution Ydi|yds ∼
N(µdi|s, σ

2
di|s) for d = 1, 2, . . . , D.

– For each small area d, generate A Monte Carlo
simulations of the vector of the variable of interest
for households outside the sample, y(a)

dr .

– Calculate the indicator of interest: F̃ (a)
αd = Fαd

(y
(a)
d ) for each Monte Carlo simulation a =

1, . . . , A.
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Although ECLAC uses its own poverty and extreme
poverty lines for each country, they remain comparable.
This way, Monte Carlo’s estimate of the Census-EB of
the FGT indicator (F̂EB

αd ) is obtained by averaging the
indicators for the A simulated censuses, that is,

F̂EB
αd =

1

A

A∑
a=1

F̃
(a)
αd

In the estimation algorithm previously described, the
Monte Carlo estimate of the FGT indicator depends
on the vector of the regression coefficients β̂. There-
fore, an essential part of this stage is identifying the
auxiliary variables’ predictive capacity. We generate
different linear models from several combinations of
the covariates (with and without intercept) and com-
pare them. We consider the number of significant vari-
ables and goodness of fit measures (AIC or BIC) in the
analysis and comparability of the models. Furthermore,
we use Ridge and adapted Lasso regressions to obtain
a first impression of the feasibility of a set of covari-
ates. These regressions belong to a family of Gaussian
models where, if we have observations xi ∈ Rp and
responses yi ∈ R, i = 1, . . . , n, we seek to minimize
the following expression:

min
(β0,β)∈Rp+1

1

2n

n∑
i=1

(yi − β0 − xTi β)2

+ λ

[
(1− α) ||β||

2
2

2
+ α||β||1

]
where λ > 0 is the complexity parameter and 0 6
α 6 1 is a known parameter. When α = 0, the ridge
regression is obtained, while with α = 1, the Lasso
regression is obtained.

5. Prediction on small areas and their
corresponding MSE

Note the importance of standardizing the relevant
variables by applying homogeneous definitions and cat-
egories in both data sources. In this way, possible biases
induced by the different measurements in the covariates
or errors in the prediction due to different variables with
similar names are ruled out. To this end, standardized
structures and a dictionary of variables are generated
that describes the categories and other necessary spec-
ifications. For instance, the variable “years of study”
in censuses is created using the criteria adopted for
surveys in BADEHOG.

We apply a parametric Bootstrap method to estimate
the ECM of the Census-EB predictor. The unit-level

models fitted to the survey data are replicated using
census microdata. The algorithm considered describes
a slight modification to the one published in (16) and
has the following steps:

– Fit the nested error model to obtain the vector of
estimators θ̂ = (β̂

T
, σ̂2
u, σ̂

2
e)
T .

– Generate Bootstrap effects for the small areas of
interest d from the normal density given by

u
∗(b)
d ∼iid N(0, σ̂2

u), d = 1, 2, . . . , D

– Generate Bootstrap errors similarly but indepen-
dently of u∗(b)d , using the normal density given
by

e
∗(b)
di ∼iid N(0, σ̂2

e), i = 1, 2, . . . , Nd;

d = 1, 2, . . . , D

– Generate Bootstrap Pseudo-Census of the response
variable for each country model:

Y
∗(b)
di = xTdiβ̂ + u

∗(b)
d + e

∗(b)
di

– Where, u∗(b)d ∼iid N(0, σ̂2
u) was generated in step

2 and e∗(b)di ∼iid N(0, σ̂2
e) in step 3.

– Compute the FGT indicator of interest from the
Bootstrap census F̃ ∗(b)αd = Fαd(y

∗(b)
d ) for the

small area d; y∗(b)d = (Y
∗(b)
d1 , . . . , Y

∗(b)
dNd

)
T

is the
vector of the response variable for area d.

– For the same domains initially included in the
household surveys of each country (s = s1U . . . U
sD) a selection of households is made within the
census vector of the response variable y∗(b)d of the
same sample size. The selection guarantees the
same household indexes in the original and the
Bootstrap sample in each domain of interest. This
selection

y∗(b)s = [(y
∗(b)
1s )T , . . . , (y

∗(b)
Ds )T ]T

is known as a pseudo sample.
– On the pseudo sample of households, adjust a

mixed-effects model like the one used in step 1 of
this algorithm and estimate Pseudo-EB Bootstrap
predictors F̂EB∗(b)ad for d = 1, 2, . . . , D.

Steps 2 through 7 are repeated B times to complete
the Bootstrap simulation process. The mean square er-
ror estimator is given by:

MSEB(F̂EBad ) = B−1
B∑
b=1

(F̂
EB∗(b)
ad − F̂ ∗(b)ad )2,

d = 1, . . . , D

In this equation, B is the number of Bootstrap sim-
ulations performed, D is the number of small areas
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(provinces, communes, and municipalities) selected in
the surveys of each country, F̂EB∗(b)ad is the Monte Carlo
estimate for each domain in every stage of the process,
and F̂ ∗(b)ad is the estimated FGT indicator in the pseudo-
census. With the estimated mean square error, the coef-
ficient of variation (a measure that allows defining the
quality of the estimates) has the following expression:

ĈV =

√
MSEB(F̂EBαd )

F̂EB
αd

∗100

We exclude from the map any province, commune,
and municipality with a coefficient of variation (ĈV )
greater than 30%, as they do not reach the desired pre-
cision.

6. Model assumptions and benchmarking

Another stage of the procedure consists in bench-
marking the results using the estimated FGT indicators
from the survey at the national, national urban, national
rural, and first administrative division levels. This guar-
antees consistency between the published figures as the
aggregations of provinces, communes, and municipali-
ties must be identical to those reported at different levels
of disaggregation. This procedure also reduces the bias
produced by a model miss-specification and improves
the estimates’ quality in the provinces, communes, and
municipalities.

In this step, we use the multivariate calibration of
ratios described in [17]. The Monte Carlo simulation
makes it possible to access the prediction vector for
all the households in the pseudo-census. In addition,
we have the poverty estimate from the survey. These
quantities have the following ratio representation Rq =
tyq

txq
. The purpose of the algorithm is to find a set of

weights dk(k ∈ U), such that they meet the following
restrictions:

Rq =

∑
k∈S

dkyqk∑
k∈S

dkxqk

For instance, using the survey poverty rates for na-
tional rural and national urban levels in each country,
the benchmark algorithm would calibrate these ratios
Rq(q = 1, 2) over the entire pseudo-census to find the
set of weights dk that satisfy both restrictions at the
same time. We execute this algorithm for each of the
iterations of the Monte Carlo procedure.

After this stage, it is essential to carry out a strict val-
idation and model assessment process to detect possible

violations of the model assumptions. Tests used include
the Kolmogorov-Smirnov, for normality (although it is
also possible to use graphical diagnostics in the form
of density kernels and quantile-quantile graphs) and
White and Breusch-Pagan, for heteroskedasticity. Also,
we use Cook’s distances as measures of the influence
of the observations in the sample. The last stage uses
geographic information for each country and shapes of
interest (at the province, commune, and municipality
level) to generate the maps.

7. Final remarks

This work aims to produce geographically disaggre-
gated poverty indicators and produce maps to visualize
the resulting estimates, helping policymakers to have
a clear perspective on the incidence of the estimated
indicator in different geographical domains, using dif-
ferent shades or colors to represent the magnitude of
income and poverty indicators. The appendix presents
a poverty map for 17 countries of Latin American, and
poverty maps at the municipality-level for three coun-
tries: Chile, Perú and Colombia. All the poverty maps
were adjusted using four cut-off points and a scale rang-
ing from light green (lower poverty rate) to dark red
(higher poverty rate) to illustrate the distribution of
poverty by provinces, communes, or municipalities in
the countries.

Figure 2 shows the SAE estimates for 17 countries
in Latin America at the first administrative level, us-
ing similar cut-off points across countries to allow
for regional comparison. Figures 3 to 5 refer to the
EPB model at the second administrative level for Chile
(Fig. 3), Perú (Fig. 4) and Colombia (Fig. 5). In this
case, cut-off points are specific to each country, given
the marked differences in their national poverty rates.
Colombia has the highest poverty rates of the three
countries under analysis. In Fig. 5 it can be observed
that the poorest municipalities are located on the pe-
riphery of the country; specifically, in the Pacific re-
gion (Chocó, Cauca and Nariño), the Caribbean re-
gion (La Guajira, Magdalena, Bolívar, Sucre, Córdoba
and Cesar), border departments (Norte de Santander
and Arauca), and the Orinoquía and Amazon region
(Vichada, Guainía, Vaupés, Amazonas and Caquetá).

In Peru, the highest poverty rates are in the border
areas of the north and south of the country. Specifi-
cally, to the north, the highest incidence of poverty is
concentrated in Loreto, Amazonas, the southern part of
Cajamarca, and the western part of La Libertad. In the
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border area with Bolivia, another focus of poverty is
observed in the regions of Puno and Cuzco.

An important feature of poverty maps is to allow for
disaggregation by geographical areas and individual or
household characteristics relevant to poverty. Figure 6
shows how Colombia’s poverty affects people of in-
digenous origin and people with low educational at-
tainment, disaggregated at the department level. This is
particularly relevant in the context of the 2030 Agenda
and its mandate to leave no one behind.

The use of SAE methodologies can lead to the pro-
duction of highly disaggregated official statistics that
describe the situation of different population groups
and geographical areas as an essential input for public
policies that aim to improve living conditions for all.
Therefore, the methodologies described in this paper
and their results are particularly relevant in the context
of the 2030 Agenda and its mandate to leave no one
behind.

In addition, visualizing this information on a map at
disaggregated geographical levels emerges as an effec-
tive communication tool to facilitate the interpretation
and analysis of spatial relationships. It can be a valuable
input to establish priority areas of attention, implement
the geographic targeting of public spending, and im-
prove coverage of social programs, among others. In
addition, contrasting the poverty maps with comple-
mentary geospatial information, such as the availabil-
ity of roads or electricity, can lead to a better under-
standing of the interrelation between poverty and living
conditions in general.
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Appendix

Fig. 2. SAE estimates of the extreme poverty rate in Latin American countries based on the Multilevel Regression with PostStratification approach.
Source: Prepared by the authors.

Fig. 3. SAE estimate of the poverty incidence rate in Chile for 2017 based on the EBP with sample weights approach. Source: Prepared by the
authors.
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Fig. 4. SAE estimate of the poverty incidence rate in Perú for 2017 based on the EBP with sample weights approach. Source: Prepared by the
authors.

Fig. 5. SAE estimate of the poverty incidence rate in Colombia for 2018 based on the EBP with sample weights approach. Source: Prepared by the
authors.
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Fig. 6. SAE estimate of the poverty incidence rate in Colombia for the year 2018 disaggregated by ethnicity and level of education based on the
Multilevel Regression with PostStratification approach. Source: Prepared by the authors.


