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Abstract. This paper studies the estimating parameter of a nonparametric regression model that consists of the function of
independent variables and observation of dependent variables. The smoothing spline, penalized spline, and B-spline methods in
a class of smoothing techniques are considered for estimating the unknown parameter on nonparametric regression model. These
methods use a smoothing parameter to control the smoothing performance on data set by using a cross-validation method. We
also compare these methods by fitting a nonparametric regression model on simulation data and real data. The nonlinear model is
a simulation data which is generated in two different models in terms of mathematical function based on statistical distribution.
According to the results, the smoothing spline, the penalized spline, and the B-spline methods have a good performance to
fit nonlinear data by considering the hypothesis testing of biased estimator. However the penalized spline method shows the
minimum mean square errors on two models. As real data, we use the data from a light detection and ranging (LIDAR) experiment
that contained the range distance travelled before the light as an independent variable and the logarithm of the ratio of received
light from two laser sources as a dependent variable. From the mean square errors of fitting data, the penalized spline again shows

the minimum values.
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1. Introduction

In statistical modelling, regression analysis is a sta-
tistical process for estimating parameters of the re-
lationships between dependent and independent vari-
ables in terms of a regression function. However, re-
gression analysis requires an assumption of the under-
lying regression function to be met. If an inappropriate
assumption is used, it is possible to produce mislead-
ing results. To overcome this problem, the nonparamet-
ric regression is a choice to analyze data when the data
are not meeting the assumption of regression analy-
sis. The nonparametric regression is an alternative way
for looking at scatter diagram smoothing to depict the
relationship between dependent and independent vari-
ables. The single independent variable is called scat-
terplot smoothing it can be used to enhance the visual

appearance to help our eyes pick out the trend in the
plot.

The smoothing technique is a part of a method to
estimate unknown parameters (trend or smoothing es-
timators) of nonparametric regression models. There
are many popular smoothing techniques such as the
smoothing spline [1,2], the penalized spline [3], and
the B-spline [4]. The estimating parameters of these
methods depend on the smoothing parameter which
is controlled the trade-off between fidelity to the data
and roughness of function. Smoothing Spline (SS) is a
technique that estimates the natural polynomial spline
by minimizing the penalized sum of squares based
on a smoothing parameter. The penalized Spline (PS)
smoother is approximated by minimizing the truncated
power function on a low rank thin-plate spline de-
pended on the smoothing parameter. The concept of
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the B-spline is similar to the smoothing spline and pe-
nalized spline. This requires the piecewise constant B-
spline that can be obtained from truncated counterparts
by differencing the B-spline function.

In this paper, we consider the nonparametric re-
gression model in Section 2, and use the smoothing
spline, penalized spline, and B-spline methods to esti-
mate the unknown parameter of nonparametric regres-
sion model in Section 3. In Sections 4 and 5, we show
the estimation of these methods for simulation data and
real data. The conclusion is presented in Section 6.

2. The nonparametric regression model

The nonparametric regression model consists of the
cubic spline of piecewise polynomials function based
on a function of independent variables (S(x)), error
process (), and dependent variables (y;) following

yt:S(xt)+€t,t:1,2,3,...,n. (1)

The error process is assumed to follow the normal
distribution with mean zero and variance one.

3. Method of smoothing techniques

The following smoothing techniques show the pro-
cess to estimate parameters based on nonparametric re-
gression model.

3.1. Smoothing spline method

Wahba [1] defined the natural polynomial spline
S(xy) = SP(x) as a real-valued function on [a, D]
with the aid of K so-called knots —c0 < a < 21 <
To < ... < xx < b < oo. The class of m-order splines
with domain [a, b] will be denoted by W™ [a, b].

The natural measure associated with the function
f € W™[a,b] that used to measure the roughness of
curve which is called the quadratic penalty function
given by

a 2
/b {50} da )

where S("™) () is the mth derivative of S(z) with re-
spect to x.

Consider the simple nonparametric regression
model, to estimate 5(-) minimizes S;m)(xt) over the
class of function S(-) following

SY () =min Y {yr — S(x0)}

+ )\/b {S(N)(;vt)}de

where A > 0 denotes a smoothing parameter. In this
study, we emphasize m = 2 so-called the natural cubic
spline which is commonly considered in the statistical
literature [2].

The natural cubic spline is given the value and sec-
ond derivatives at each knots y; as

S =8(x) = Bo+ L1S1(x) + ... Bry3Snts(x),

3

v=8"(@), t=1,2,3,...n
Let S be the vector (S1,...,S,3)" and let y be the
vector (Y1, ..., Yna3)T.

The condition of natural cubic spline depends on
two matrices ) and R below

hit 0 0
—ht _
hl‘l hyt 0
1 —hy—
Q = h’2 h];l O
0 hyt 0
. . . _.1
0 0 haa/ yxn-a),
where hy = x441 —xy, fort =1,2,... . n,then Q isa

n X (n — 2) matrix.
Matrix R is a symmetric (n — 2) X (n — 2) matrix
with elements below

l(h
3\t o1
+h3) 6he 0
1
=(h
in glha
R=| 7 +hy) 0
.
=(hp—
0 0 ... 3l
+hn71)

(n—2)x(n—2).
The matrix K can be decomposed by
K=QR7'Q". “
The roughness penalty will satisfy
’ 2
/ {S” (xt)} dry =~"Ry=S"KS
‘ - ®)
= QN (Za J)
To illustrate, it can be written in matrix form intro-
duced by [2] as residual sum of squares (RSS)
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RSS =" {y — S(,)}*

=(y-9"y~9),

where y=(y1,...,yn) and S=(S(z1),...,S(z,))T.
Letting N be a matrix with N(i,5) = S;(z;) and
S =Ng.

The roughness penalty term [ .S "2 35 Q in Eq. (5)
to obtain

Sx(we) = (y— NB)(y — XB) + A" B (D)

It therefore follows that Eq. (7) has a unique mini-
mum, other smoothing spline estimator is obtained by

B=(NTN +AQy)"'NTy,
then
Sx(zy) = N(NTN + X)) INT. (8)

(6)

In this paper, we also select the smoothing param-
eter using the method of generalized cross-validation
(GCV) suggested by Wahba [5] and Craven and
Wahba [6]. In practice, this step can be implemented
by using the function of smooth.spline in the software
R.

3.2. Penalized spline method

Eubank [7,8] introduced the regression spline that
the local neighbourhoods are specified by a group of
locations:

TOs T1y T2y ooy TK y TK+1 &)

in the range of interval [a, )], where a = 79 < 71 <
w. < T < Tr41 < b. These locations are known as
knots, and 7,.,7 = 1, 2, ..., K are called interior knots.

A regression spline can be constructed using the k-
th degree truncated power basis or called the B-spline
basis with K knots 71, 7o, ..., Tk

1,.%‘25,...,3??,(1‘,5—Tl)i,...,(l‘t—TK)i, (10)

where wff_ denotes k-th power of the positive part of w
where w; = max(0, w). The first (k + 1) basis func-
tions of the truncated power basis Eq. (12) are polyno-
mials of degree up to k, and the others are all the trun-
cated power functions of degree k. A regression spline
can be expressed as

k K
S(xe) =Y Bsai + Y Berr(m — )5, (D)
s=0 r=1

where S, (1, ---, Br+ i are the unknown coefficients to
be estimated by a suitable loss minimization.

The penalized spline is a method to estimate a un-
known smooth function using the truncated power
function [9], and the penalized spline can be expressed
as

m—1 K
S(xe) =Y ogal + > Br(re — m)*™ 1, (12)
j= k=1

where 8 = (B1, ..., Bx)T ~ N (o, 059*1/2(91/2?),
and the (I, k) th entry of Q is |71 — 7%|*™~! and only
the coefficient of |z; — 75|~ are penalized so that a
reasonably large order K can be used.

In this case, we focus m = 2, as the natural cu-
bic spline, or called low-rank thin-plate spline which
present of S(-) as

K

S(xe) = ao + onze + Y Bilre — el (13)
k=1

where 0 = (ag, a1, B1, ..., Br)T is the vector of re-
gression coefficients, and 71 < 79 < ... < Tk are fixed
knots. The number of knots, K can be selected using a
cross-validation method or information theoretic meth-
ods (e.g., BIC or AIC).

This class of penalized spline smoothers (S5(-)) may
also be expressed as

8(x1) = C(CTC + N*D)~1CTy, (14)
where
C = [1 Tt |JUt - Tkﬁgkél(]lgtgn ?

[ 02x2 O2xk

D= :
Ok x2 (Q}(/2)TQ}(/2

and A\ = 03 /0?2 is a smoothing parameter. The penal-
ized spline smoothers are estimated by using the Semi-
Par package in the software R.

3.3. B-spline method

B-splines are very interesting as a basic function for
univariate independent variable of nonparametric re-
gression function. De Boor [10] gave an algorithm to
compute B-spline of lower degree on piece wise poly-
nomials function.

The m™ degree of B-spline function are evaluated
from (m — 1) degree as

BP(x)= —+—1 __pm-!
Tj+m—-1 —Tj (15)
+ Titm — Tt pm-1

i1
Tj+m —Tj+1 J
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Fig. 1. The scatter plot of dependent and independent variables on
model 1.

where basis of order m with knots { B"|i = M —m +

1,...,M + K}, and auxiliary knots 7;. B-splines base

on non-zero over domain spanned by at most M + 1

knots. In this case, we focus the m = 4 or called the

cubic B-spline with K knots has basis expansion as
K+4

S(z) = Y Bf(x1)B;.
j=1

The nonparametric regression model can written in
form of B-splines as
K+4
ye =Y Bi(x)Bj +ent=1,2,3..,n (16)
j=1
In matrix form, B-splines can be written in form a
linear model

Bl(w1) - Biepa(w) "
B = E , ’y = . s
Bi(x,) ...B}l(+4(xn) yn
€1
€2
and ¢ =
En

The B-splines estimators are approximated by least
square problems as

B
B2

T
I

= (B"B)"'B'y.

Br 44
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Fig. 2. The scatter plot of dependent and independent variables on
model 2.

The B-spline and penalties are studied by Eilers and
Marx [4] that advocate the use of the equally spaced
knots, instead of the order statistics of the independent
variable. The B-spline coefficients can be estimated as

B=(B"B+AD'D)"'B"y, (17)
where D is a banded matric which correspond to the
difference penalty and denote by

0 0 0...0 O
-1 1 0...0
D=|0 -1 1...0 O

o

0 0 0...—1 1
. . . 4 K44
The fitting cubic B-splines are S(z;) = 377 B}
(x¢)B;. The smoothing parameter A choosing by mini-

mizing the ordinary function or the generalized cross-
validation function.

4. Simulation study

The nonlinear data of this study is simulated in two
models for estimating the performance of smoothing
techniques based on independent variables which are
considered in the class of uniform distribution. These
models in the process of construction a curve on math-
ematical function, that show the best fit to a series of
data points. Figures 1 and 2 show the scatter plot of
x; and y; on models 1 and 2 with 50, 100, 200, 300
sample sizes.
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Table 1
The summary statistics of simulation studies with model 1 based on smoothing spline (SS), penalized spline (PS), and B-spline (BS)
Sample sizes Methods Mean S.D. LCI UCI t-statistic p-values
n =50 SS —0.3344 6.5444 —0.9095 0.2405 —1.1428 0.2537
PS —0.3484 6.7454 —0.9411 0.2442 —1.1552 0.2468
BS 0.3666 6.6935 —0.2214 0.9548 1.2249 0.2212
n = 100 SS 0.0719 4.2680 —0.3031 0.4469 0.3767 0.7065
PS 0.0837 4.2029 —0.2855 0.4530 0.4454 0.6562
BS —0.0895 4.2152 —0.4599 0.2807 —0.4751 0.6349
n =200 SS —0.0954 2.8932 —0.3504 0.1595 —0.7353 0.4625
PS —0.0921 29123 —0.3480 0.1637 —0.7072 0.4798
BS 0.0149 3.2685 —0.2299 0.2598 0.1200 0.9045
n = 300 SS —0.1574 4.2673 —0.5347 0.2197 —0.8201 0.4125
PS —0.1441 4.1982 —0.5130 0.2247 —0.7676 0.4431
BS 0.1475 1.8514 —0.2786 0.5738 0.6802 0.4966
Table 2
The summary statistics of simulation studies with model 2 based on smoothing spline (SS), penalized spline (PS), and B-spline (BS)
Sample sizes Methods Mean S.D. LCI UCI t-statistic p-values
n =50 SS —0.0037 24.2710 —2.1363 2.1288 —0.0034 0.9972
PS —0.2582 23.8736 —2.3559 1.9893 —0.2419 0.8089
BS —0.3230 27.1906 —2.7121 2.0660 —0.2656 0.7906
n = 100 SS —0.3966 15.8261 —1.7871 0.9939 —0.5603 0.5755
PS —0.2489 16.4557 —1.6947 1.1969 —0.3382 0.7353
BS 0.5461 16.2381 —0.8806 1.9729 0.7520 0.4524
n = 200 SS —0.3704 8.1031 —1.0838 0.3430 —1.0201 0.3082
PS —0.3447 7.8716 —1.0363 0.3468 —0.9792 0.3279
BS 0.4035 8.5116 —0.3443 1.1514 1.0602 0.2896
n = 300 SS 0.0411 7.3081 —0.6055 0.6878 0.1250 0.9005
PS 0.0408 7.0664 —0.5800 0.6617 0.1291 0.8973
BS 0.0344 7.2205 —0.5999 0.6688 0.1066 0.9151
Model 1 K ?
ode > [Stw) — st
3 Ty MSE = =
S(ae) = (29) — cos(ar) exp{1 — } .

x¢ ~ Uniform(—2,2),t =1,2,3,....n
yr = S(x¢) + e, ¢ ~ Normal(0, 1),
t=1,2,3,...n

Model 2
Tt

S(z;) = sin(z;) — exp {Hm'} —z

x¢ ~ Uniform(—2,2),t =1,2,3,...,n

3
to

yr = S(xt) + &, ¢ ~ Normal(0,1),
t=1,2,3,...n

The next step, the estimates of S(z;) or called S (x;)
are approximated from smoothing spline (SS), penal-
ized spline (PS), and B-spline (BS) that used to com-
pute the bias and MSE of S(x;) following

S(wy) — S(x4)
S(wy) 7

n

Sbias = Z

t=1

The data are generated and repeated for fitting the
model 500 times. A t-statistic is adopted to test that
the mean of bias is equal the zero or called unbiased
estimator. Tables 1 and 2 present the various summary
statistics for the smoothing estimator obtained from
three methods. The third and the fourth columns of
these tables represent the sample mean and standard
deviation of biases. The sample mean for the lower and
upper bounds of the 95% confidence interval are given
in the next two columns. The last two columns of these
tables list the ¢-statistic, and p-values for hypothesis
testing (Hy : ws,, = 0versus Hy : pg,,, # 0) that
means when reject Hy : pg,,, = 0 the estimator SS,
PS, and BS with bias. The histogram of the bias esti-
mator of SS, PS, and BS in model 1 are presented in
Figs 3-5, and model 2 are presented in Figs 6-8.

From Tables 1 and 2, by observing the p-values, the
SS, PS, and BS provide asymptotically unbiased esti-
mates for estimating parameter of S(z;) nearly for all
sample sizes of two models. From the p-values for the
two tables it is seen that are seen that the SS, PS, and
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Fig. 3. Histogram of bias for fitting data of smoothing spline method with model 1.
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Fig. 4. Histogram of bias for fitting data of penalized spline method with model 1.
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Fig. 5. Histogram of bias for fitting data of B-spline method with model 1.
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Fig. 6. Histogram of bias for fitting data of smoothing spline method with model 2.

ases increase with increasing sample sizes, so it makes
the leptokurtic distribution. The average of MSE can
answer the final question which smoothing method is

BS of smoothing method have a good performance to
fit data in a class of nonlinear data. From the histogram
it is apparent that a standard deviation of relative bi-
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Fig. 7. Histogram of bias for fitting data of penalized spline method with model 2.
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Fig. 8. Histogram of bias for fitting data of B-spline method with model 2.

Table 3
The average MSE of simulation studies with 3 models based on
smoothing spline (SS), penalized spline (PS), and B-spline (BS)

Sample sizes Methods Model 1 Model2
n =50 SS 0.8225 0.8348
PS 0.7712 0.7846
BS 09174 0.9364
n = 100 SS 0.9087 0.9029
PS 0.8810 0.8719
BS 0.9632 0.9508
n =200 SS 0.9528 0.9521
PS 0.9387 0.9439
BS 0.9784 0.9840
n = 300 SS 0.9666 0.96438
PS 0.9640 0.9615
BS 0.9899 0.9877

the best estimator. Table 3 shows the average MSE for
fitting 500 times on two models, and it can be seen that
the PS method shows the minimum of average MSE
for all sample sizes and models.

5. Application of real data

In this section, we consider the application of
smoothing method based on SS, PS, and BS methods
that we developed in the previous section. As the real
data, we use the data frame which consists of 221 ob-
servations from a light detection and ranging (LIDAR)
experiment. This data frame contains the range dis-

A Light Detection and Ranging
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Fig. 9. The plot of LIDAR data frame and model fitting of SS, PS,
and BS methods.

tance travelled before the light is reflected back to its
source and logarithm of the ratio of received light from
two laser sources as shown in the plot in Fig. 9.

After fitting the model, the estimating values play on
a plot of light detection of ranging. It can be seen that
the SS and PS interpolate in mass data more than the
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BS method that followed the MSE values such as SS
=0.006016, PS = 0.006010, and BS = 0.009288. The
minimum of MSE is the PS which is closed the SS as
the result on Table 3.

6. Conclusion

In this section, we used the smoothing techniques
of SS, PS, and BS methods based on nonparametric
regression models. Through a Monte Carlo simulation
study, we evaluated the smoothing estimator of SS, PS,
and BS methods. For hypothesis testing based on the
p-value, the fitting values supported the null value, and
showed that the smoothing estimators work reasonably
well for all methods, but the PS shows the minimum of
average MSE.
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