
Statistical Journal of the IAOS 33 (2017) 469–485 469
DOI 10.3233/SJI-160259
IOS Press

Producing multiple tables for small areas with
confidentiality protection

Tom Krenzkea,∗, Jianzhu Lia and Laura McKennab
aWestat, 1600 Research Boulevard, Rockville, MD, USA
bU.S. Bureau of the Census, 4600 Silver Hill Road, Washington, DC, USA

Abstract. One approach for protecting data confidentiality with tabular data is to apply statistical disclosure control (SDC)
methods that randomly perturb selected variables in the underlying microdata set. A pre-tabular SDC approach has the attraction
of retaining both consistency and additivity across tables. However, the effect of the perturbation needs to be reflected in the
variance estimates for the estimates presented in the table cells. This paper describes the pre-tabular SDC method used for the
2006–2010 Census Transportation Planning Products and describes a method for estimating the variances of the cell estimates
that account for the perturbation variance.
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1. Introduction

Survey results are often published in tabular form,
with the table cells defined by cross-classifications of
categorical variables. Tables can be susceptible to dis-
closure attacks. When the estimate in a table cell is
based on data from a single respondent (often known
as a “sample unique”), it may be possible to iden-
tify a series of characteristics for that respondent from
a combination of related tables. If an intruder knows
that a person with the characteristics defining a sample
unique is a survey respondent, the intruder can learn
a set of the respondent’s other characteristics. Even
if the intruder does not know about survey participa-
tion, a subset of the characteristics derived for a sam-
ple unique may identify a “population unique”, that is,
the only individual in the whole population with that
subset of characteristics. The intruder may then be able
to find about other characteristics of that individual.

Further concerns when generating multiple tables
for small areas can arise from table differencing and
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possible resultant table-linking attacks [1]. Sometimes
a set of tables is produced that contains tables that are
based on two marginally different universes of interest
(e.g., workers aged 16 years and older in one table and
workers aged 17 years and older in another) or two dif-
ferent overlapping classifications (e.g., one age classi-
fication of 16–24 and 25–34, and another of 16–23 and
24–34). Even if two tables individually pass disclosure
rules –such as the requirement that each cell contains at
least three respondents– the difference between the ta-
bles can reveal a “sliver”, that is, an implicit table with
only one sampled record in one or more table cells. Ta-
ble differencing is illustrated in Table 1 for two tables
for Means of Transportation (MOT) in a small area that
pass the disclosure rules. By taking the difference be-
tween the two tables, one for Age Group 16 to 25 and
the other for Age Group 16 to 24, the resulting “im-
plicit” table shows counts for a 25 year old that would
have failed the disclosure rules due to small cell size.
The single case can be identified as taking public trans-
portation and being 25 years old.

The discovery above through table differencing is
not too disclosive, however, it can then be followed by
table linking; for example when MOT is a common
variable throughout a set of tables. Table 2, extend-
ing upon the illustration in Table 1, shows a series of
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Table 1
Illustration of a table-differencing attack via counts on two published tables for a small area

Means of Transportation Age Group 16 to 25 Age Group 16 to 24 Difference (Age 25)
Drove alone 30 20 10
Carpooled 10 10 0
Public transportation 20 19 1

Table 2
Illustration of a table-linking attack on a series of tables

Means of Sex Vehicles available Tenure Total
transportation Male Female 0 1 2 or Owned with Owned without Rented Occupied

more mortgage mortgage without rent
Drove alone 3 7 2 5 3 5 2 2 1 10
Carpooled 0 0 0 0 0 0 0 0 0 0
Public transportation 1 0 1 0 0 0 1 0 0 1
Total 4 7 3 5 3 5 3 2 1 11

implicit tables from differencing the Age Group 16 to
25 and 16 to 24 tables: MOT crossed with Sex, MOT
crossed with Vehicles Available, and so on to MOT
crossed with Tenure, where Sex, Vehicles Available,
Tenure and so on are variables in the set of tables pro-
duced. A single case appears in the marginal total for
MOT= public transportation in each table, from which
a microdata record with MOT = public transporta-
tion, Sex = male, Vehicles Available = 0, . . . Tenure
= owned without mortgage can be constructed. Link-
ing the tables to compile characteristics for the sliver
is known as a table-linking attack. Even without table
differencing, a variable (or a combination of variables)
that is a common thread in the set of cross-tabulations
with a marginal count equal to one for at least one of its
categories can be susceptible to a table-linking attack.

Lastly, if a public use file of the source data for the
tables without small area localities identified on the
file is assessable, then the sliver case’s characteristics
(MOT = public transportation, Sex = male, Vehicles
Available = 0. . . Tenure = owned without mortgage,
Age = 25) from the set of tables can be matched us-
ing a record linkage approach (see [2], for a review)
to the public use file with some probability of a cor-
rect match. Adding the small area locality to the pub-
lic use file could enable an intruder to get much closer
to identifying an individual, markedly increasing the
risk of disclosure. The public use file may include hun-
dreds of additional variables that could then be linked
and added to the small area locality of the sliver case.
When defining tables, it is important to form cate-
gories of variables that do not overlap to prevent sliv-
ers. Even so, when producing tables for small areas,
low marginal counts for common variables throughout
the set of tables (such as MOT in the example above),
may cause violations of disclosure rules and an unde-

sirable amount of information withheld. This paper in-
troduces an approach used to produce small area tables
without suppression of results due to low counts.

It should be noted that there are additional important
risk elements to be addressed when a real-time query
tool that generates tables on request from a microdata
file is used. See [3] for more discussion and scenarios
about data intruder attacks when producing tables in a
real-time analytic query system.

This paper discusses a number of statistical disclo-
sure control approaches that can be applied to address
disclosure risks in a predesignated set of tables. Sec-
tion 2 discusses the methods that have been developed
to date. Section 3 presents a new approach called the
model-assisted constrained hotdeck (MACH) which
strives to reduce the variance introduced by perturba-
tion while retaining relationships between variables.
Section 4 provides an evaluation of the MACH ap-
proach. Section 5 shows how the MACH approach was
used to reduce the disclosure risk in a U.S. Census
Bureau set of tables known as the 2006–2010 Cen-
sus Transportation Planning Products (CTPP) (based
on data from the American Community Survey (ACS)
from years 2006–2010) without suppressing a signif-
icant amount of tabular estimates. Section 6 presents
a variance estimation approach to capture the impact
of the SDC perturbation procedures. Lastly, Section 7
presents some concluding remarks.

2. Methods to address disclosure risk in tables

The SDC methods for tabular data are of two broad
types. Post-tabular methods use cell suppression or
modify table values after the tables are generated from
the microdata [4], while pre-tabular methods apply
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SDC treatments to the original microdata to produce
a perturbed data set from which all the tables are pro-
duced. With cell suppression SDC, a primary table
cell value is suppressed if a threshold rule is violated,
and, subsequently, a complementary cell is suppressed
to protect against the derivation of the primary cell
value from other cell values [5]. The post-tabular ap-
proaches other than cell suppression include adding
noise to counts in tables [6], controlled rounding of ta-
ble counts that ensure internal cell counts sum to the
original published marginal counts, controlled tabular
adjustment [7], and the approach adopted for the Lon-
gitudinal Employment Household Dynamics (LEHD)
OnTheMap system [8].

There are two broad classes of pre-tabular SDC
methods: synthetic and perturbation approaches. Syn-
thetic approaches involve producing fully synthetic
datasets [9] or partially synthetic datasets that are mix-
tures of actual and multiply-imputed values (e.g. [10]).
Synthetic approaches typically replace original values
with draws from appropriate probability distributions
in a way that aims to retain the essential statistical fea-
tures of the original data, including multivariate asso-
ciations. Most synthetic approaches rely on the multi-
variate relationship between the target variables (vari-
ables to be masked) and other variables in determin-
ing the synthetic values. When missing data patterns
are non-monotone (e.g., some may refer to as “Swiss
cheese”) as typical in surveys, to maintain relation-
ships between variables, a sequential approach [11] is
used where synthetic values are drawn for Variable 1
from the posterior predictive distribution of observed
data on predictor variables. Then synthetic values are
drawn for Variable 2 from the posterior predictive dis-
tribution that includes the synthetic values from Vari-
able 1 and observed values from other predictor vari-
ables. The process continues until all variables targeted
for masking are synthesized. The process is circular
and ends based on convergence rules or a predeter-
mined number of cycles are conducted.

Perturbation approaches involve applying a con-
trolled random treatment procedure to replace a sub-
set of the original data values by other values, with
the aim of introducing just enough noise or uncer-
tainty into the microdata to reduce the disclosure risk
to an acceptable level. Perturbation methods are some-
times referred to as blank-and-impute and can control
change from the original values. Several perturbation
approaches use the sequential approach outlined above
to maintain multivariate associations.

For multiple tables for small areas, pre-tabular ap-
proaches were pursued in lieu of post-tabular ap-

proaches due to several reasons that relate to main-
taining multivariate associations, operational practica-
bility, applicability to a variety of types of variables
(e.g., nominal, ordinal) and estimates (e.g., counts,
means), ability to facilitate variance estimation, and
ability to provide consistent results among the set
of tables. Masking the microdata and then using the
masked microdata in an already established produc-
tion framework will produce multiple tables that have
consistency in the margins and, therefore, are additive
as tables are aggregated. Although not an exhaustive
list, pre-tabular methods include data swapping [12],
rank swapping [13], data shuffling [14], micro aggre-
gation [15], additive and multiplicative noise mask-
ing (e.g., Post Randomization Method (PRAM) [16,
17]), and synthetic parametric and non-parametric ap-
proaches. A brief description of each method is pro-
vided below. A more detailed review of SDC methods
is provided by [18]. At the end of the descriptions is a
discussion of the motivations to pursue a new approach
to perturbation that led to its implementation in a large-
scale application.

Data swapping is applied to microdata prior to gen-
erating tables for the American FactFinder [19], which
displays predefined tabular results primarily from the
ACS and Decennial Census. A swapping method that
has been used at the Census Bureau, described by [20],
consists of swapping pairs of household records se-
lected as having the greatest disclosure risk of be-
ing re-identified. The author of [20] discusses that the
swapped records match on a set of demographic char-
acteristics but were in different census blocks for the
hundred percent (short form) data in the 2000 Cen-
sus and in different block groups for the sample (long
form) data. The tables are produced from the swapped
data. In general, data swapping is also applied by swap-
ping questionnaire items, in lieu of geographic areas.
Key matching variables are selected for the purpose
of pairing the records, and swapping variables are se-
lected to have their values swapped between the pair.
Rank proximity swapping constrains the swapping to
pairs of records within a small range of data values
for the target variable. Because of the constraining, it
has the potential to maintain multivariate relationships
between the targeted variable for swapping and un-
swapped variables.

Contrary to data swapping, in a sort on records, the
data shuffling approach transfers values in a specific
manner from record 1 to record 2, from record 2 to
record 3, and so on. That is, the values of the tar-
get variables are “shuffled” among the data records.
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As described in [14], perturbations occur among the
target variables using the conditional distribution of
the target variables, given the non-targeted variables
(which could include the sample weights). Then the
rank-ordered perturbed values are mapped to the rank-
ordered original values.

Micro aggregation is a data coarsening non-random
approach in which records are sorted by the values
of the target variable, and then the perturbed values
are computed as the average of at least three records.
An approach has been created for the multivariate set-
ting [21].

Adding noise (or multiplicative noise) is another ap-
proach for numeric data. For example, noise can be
added to item y for record i as follows: ỹi = yi(1+fz),
where f is a constant between 0 and 1, and z is a draw
from the standard normal distribution. The standard
deviation of the added noise is a function of f and yi,
where the level of noise is allowed to vary relative to
the magnitude of yi.

A special case of noise addition to nominal variables
is the PRAM approach. The PRAM consists of setting
up the probability distribution of the variable, condi-
tional on the observed value for the record. PRAM can
be extended to multivariate distributions.

While data swapping is appealing due to its ease
of implementation and retaining unweighted univari-
ate distributions, a concern is a disconnection between
swapped and un-swapped variables, which may cause
an intolerable attenuation of multivariate associations.
This concern has been explored in [22], for example.
In general, a limited number of key matching vari-
ables are considered, and a limited number of variables
are swapped. In addition, a large amount of swapping
households across localities could potentially impact
the data utility for small areas.

Rank proximity swapping, data shuffling, and mi-
cro aggregation are applicable only to ordinal variables
with several levels. While the data shuffling paper ref-
erenced above reports improvement upon rank proxim-
ity swapping in the retention of multivariate associa-
tions, the patented approach was not explored for the
CTPP, although potentially applicable. For micro ag-
gregation, it was not readily clear how randomization,
the sample weights and other predictor variables could
be incorporated, and therefore the approach was not
explored further. The PRAM approach was not consid-
ered due to its focus on nominal variables, and it does
not take into account predictor variables in the noise
addition process. A synthetic parametric approach to
masking was attempted in the CTPP application as dis-

cussed in [23]. The approach involved building models
for each variable to be masked and then making draws
from the predictive distribution. The performance of
the approach was inferior to other approaches mainly
due to the unconstrained nature of the synthetic data
generator for the variable included in the set of tables
for the small areas. With more time, the models and
the approach could have been improved. Other non-
parametric approaches that use classification and re-
gression trees are available [24] that have potential to
be more time-efficient, however the unconstrained na-
ture of the approach would still impact the resulting
tabular estimates for the small areas.

In the next section, a new approach (MACH) is de-
scribed that addresses several needs that none of the
pre-tabular approaches fully address. The approach is
applicable to nominal variables (including binary vari-
ables) and can constrain the amount of change to the
values among the ordinal variables with three or more
levels. In doing so, it can handle several categorical
versions of the same variable in a consistent manner.
For example in the CTPP, categorical household in-
come had 5-levels, 9-levels, and 26-levels, and contin-
uous income. The version with the most detailed cat-
egories (or continuous) was masked, while being able
to ensure change for the more coarsened versions. The
approach can take into consideration a large pool of
predictor variables in the SDC model to maintain mul-
tivariate associations, while borrowing strength across
geographic areas. Lastly, it is able to use the sample
weights to limit distortion in estimates.

3. Framework of the MACH approach

The MACH approach is similar to swapping, how-
ever a key advantage to the MACH is the bounding and
control on the amount of noise being added while re-
taining the association between the target variables and
non-target variables by selecting the best predictors,
from a large pool of variables, analytically for each tar-
get variable (variable to be perturbed).

The main goals of the perturbation process are: 1)
to retain the univariate and multivariate distributions of
the original data as closely as possible; and 2) to per-
turb the values to the least extent possible while giving
acceptable levels of disclosure control. Simply put, the
key to achieving the goals is the formation of the hot-
deck cells. The MACH process forms hotdeck cells (c),
and then values of the target variable are exchanged
among all records within each cell. The general pertur-
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bation model for the MACH is expressed as follows:
ỹi(c) = yi(c) + εi(c), where, subscript (c) denotes the
cth class (hotdeck cell) defined from the set of factors
{I(s), yg′ ,x, ŷg′′ ,wg′′′ , where I(s) is the set of indi-
cators for being selected for perturbation, yg′ denotes g
bins formed on the target variable y, x are the auxiliary
variables, ŷg′′ are the g′′ groups formed from model
predictions, wg′′′ are the g′′′ groups formed from the
sampling weights and where εi(c) = ỹi(c) − yi(c) re-
sults from the random error associated with case i for
a random with-replacement draw within the cth class.
The bolding pattern represents vectors. The noise εi(c)
is bounded by the bins (yg′) as part of the hotdeck cells.

The hot deck cells (c) are constructed based on a
number of variables in order to provide several desir-
able features for the perturbed data set. The variables
used in forming the hot deck cells were as follows:

– Target selection flag can be used to only allow tar-
get records to be replaced by values from other
target records. Using the target selection flag in
the hotdeck cell creation will result in the un-
weighted distribution of the target variable to be
retained.

– Bins on the target variable, which are formed to
constrain the difference between the original and
perturbed values. This component, described in
Section 4.2.2, applies only to ordinal variables.

– Locality is included to take account of the unique
characteristics of geographic areas.

– Prediction groups are formed from predicted val-
ues from a stepwise linear regression analysis
conducted for each target variable. The predicted
values (in grouped form) were incorporated into
the cell formation in order to retain covariances
between the target variable and its main predic-
tors. This procedure is described in Section 4.2.1.

– Auxiliary variables, if any, can be included to ad-
dress the need to take account of variables such as
skip patterns.

– Weight groups, which are formed by classifying
records based on the sizes of the records’ sam-
pling weights. Weight groups are used to reduce
the mean square error (MSE) of resulting esti-
mates and to protect against distortion that could
occur when a data value is replaced by the value
from another record with a vastly different sam-
pling weight.

The hotdeck cells are defined by cross-tabulating the
above variables. Initially there can be small hotdeck
cells, which are identified and combined using an au-
tomated algorithm.

3.1. The construction of prediction groups

The general approach for creating prediction groups
for use in forming the hot deck cells was influenced
by a sequential imputation procedure that was initially
designed for handling non-monotone (Swiss cheese)
missing data patterns in complex questionnaires [25].
The approach uses the predictive mean as a distance
metric to form prediction groups to use in construct-
ing hot deck cells, along similar lines to a method de-
scribed by [26].

The construction of prediction groups begins with
model selection and parameter estimation for each of
the target variables that had been selected for per-
turbation. A stepwise linear regression model is used
throughout. Since the modeling served only as input to
the construction of hot deck cells, the simplicity and
computing economy of the linear regression model is
preferred over more complex modeling.

The models can be constructed separately for dif-
ferent geographic areas. The models are based on the
fully complete original dataset since the joint distribu-
tion among the variables in that dataset is the target
distribution to be retained as closely as possible by the
perturbation process. The modeling identifies the best
predictors for each target variable and the regression
coefficients were estimated.

After the modeling is completed, model predictions
are computed for the first target variable using the sur-
vey values for the predictor variables. The same proce-
dure is used for the subsequent target variables but with
one important difference. For the second variable, the
original survey values for the first variable are replaced
by perturbed values; for the third variable, the survey
values of the first two variables are replaced by per-
turbed values; and so on, throughout all the variables
to be perturbed. Also, after each variable is perturbed,
any recodes, interaction terms, or indicator variables
are recreated using perturbed values so the perturbed
values could be used in the prediction equation for the
subsequent target variables in the sequence. This re-
placement procedure is applied in order to retain the
covariance structure as closely as possible.

The target variables can be classified into two
groups: ordinal variables (including continuous vari-
ables) with at least three unique values and nominal
variables (including binary variables).

3.2. Ordinal target variables

The MACH approach adopted aims both to con-
strain the amount of change in the target values by us-
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ing bins created on the target variable itself, and to re-
tain covariances with the most important predictors by
the use of the model predictions. The bins are formed
as categorized values of the target variable that satisfy
the following conditions:

– Each bin has to contain more than one value of the
pre-designated categories of the target variable to
be published.

– If the distribution of the target variable has spikes
(e.g., self-reported travel times have spikes at 5-
minute intervals), then at least two spikes are in-
cluded in a bin. If this condition has not been ap-
plied, the approach would likely result in many
values being unchanged by the perturbation pro-
cess.

– To the extent possible, the value of the target vari-
able has to have the possibility to either increase
or decrease.

To satisfy the third condition, two alternative sets of
bins (A and B) with overlapping categories are formed,
as illustrated in Fig. 1. The histogram in that figure de-
picts a frequency distribution for self-reported travel
time in minutes (y), with spikes at multiples of five.
The two rows below the histogram illustrate two sets of
overlapping bins A and B, and the third row gives the
published categories for the y variable. Prior to form-
ing the hot deck cells, the sample of target records for
that variable is split into two halves, with one-half us-
ing set bin set A and the other half using set B. A re-
view of Fig. 1 shows that each of the three conditions
is satisfied by the combination of bins A and B.

The size of the bins can be constructed to control the
magnitude of the possible difference between the origi-
nal and perturbed values. The wider the bin, the greater
is the reduction in risk but also the greater is the reduc-
tion in data utility. The choice of bin size, therefore,
involves a compromise between these considerations.

Bin width and prediction groups are related. The
wider the bins, the greater the potential for the model
predictions to influence the perturbations. When the
model predictions are weak, the prediction groups have
little effect on controlling the perturbations, but the
bin formation keeps the differences between original
and perturbed values within bounds. When the model
is strong, the prediction groups result in data values
exchanged between records with similar predictions,
thereby retaining multivariate relationships with the
predictor variables.

3.3. Nominal and binary target variables

Since bins are not applicable for nominal (e.g., in-
dustry classification) and binary (e.g., minority status)
target variables, the MACH is applied unconstrained
for these variables. Indicator variables are created for
each category of the target variable, and a separate lin-
ear regression is computed for each indicator variable.
Predictions are made for each of the indicators, result-
ing in each record to be perturbed having a profile of
predictions across the set of indicators. The predictions
do not sum to 1 and any one may be outside the range
0–1, but that is not a concern for the hot deck construc-
tion. Subsequently, a k-means clustering algorithm is
performed on the vector of predicted values for each of
the indicators. The algorithm produces a set of clusters,
analogous to the prediction groups discussed above for
ordinal variables.

3.4. Data replacement and weight calibration

When using the target selection flag in the hotdeck
cell creation, all the target records in a hot deck cell
are subjected to perturbation. A without-replacement
draw from the empirical distribution is conducted to re-
place each target record’s value by the value of another
record in the cell. This is carried out for all records in
the cell in a single step by exchanging original survey
values in a random manner that ensures that a donor is
not the same as the target record. Each record of the n
records in a cell was indexed with a random sequential
number from 1 to n. A random draw was conducted
for the first donor, say 3, then sequentially proceeded
with record 3 as a donor for record 1, 4 as a donor for
2, 5 as a donor for 3, and continued until n is a donor
for n-2, then 1 is a donor for n-1, and 2 is a donor for
n.

With this approach, the aim is to exchange data val-
ues within a locality. However, with the automated
cell-collapsing routine, in practice data values could be
exchanged across locality boundaries. When all target
variables are perturbed, raking [27] is applied to ensure
consistency with specified totals for larger geographic
areas by calibrating the sampling weights.

4. Evaluation

A detailed review of select synthetic and pertur-
bation approaches considered for the CTPP is given
in [23], which established a constrained hotdeck as
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Fig. 1. Illustration of bin formation.

a credible and promising approach. The MACH ap-
proach was developed out of that review. In an addi-
tional evaluation, the impact of constraining by bins,
and using weight groups, prediction groups and local-
ities was investigated in terms of variance and mul-
tivariate associations among variables. The research
team used the 5-year accumulation of 2005–2009 ACS
data for workers 16 years old and older in North Car-
olina households. The evaluation was processed using
the MACH and a blank-and-impute unconstrained ver-
sion of the MACH (no bins). The target variable for
evaluation is person earnings.

There were eight types of Core-Based Statistical Ar-
eas (CBSAs) used in the evaluation. Each CBSA was
classified into types relating to the variation in the
weights, quality of models, and variation among locali-
ties (e.g., tracts) within the CBSA. Computations were
done at the national level to assign each of the nation’s
953 CBSAs to low or high levels separately for each
of the three factors: variation in the weights, quality of
models, and variation among localities. The three fac-
tors were combined to assign a CBSA type for each
CBSA as shown in Table 3.

The variation in the weights was computed as the
coefficient of variation (CV), which ranged from 39
percent to 76 percent for low CV areas, and 76 per-
cent to 136 percent for high CV areas. The model R2

was computed from results of a stepwise regression,
which ranged from 40 percent to 59 percent (40%) for
the low group and 59 percent to 84 percent for the
high group. Lastly, the variation between localities was
computed by the variation among the tract-level mean
person earnings.

The perturbation approaches were applied under
various treatment scenarios. Four key factors were de-
fined by use of bins on the target variable or not, num-
ber of prediction groups, number of weight groups,
and size of locality. There were two sizes of the local-
ity: blocks combined to have at least 300 ACS sam-

ple cases (L300) and at least 1000 ACS sample cases
(L1000). These zones can have fewer than 300 (or
1000) sample cases due to the exclusion of group quar-
ters for the evaluation. The average number of workers
in the L300 entities is 464 and 1,365 for L1000.

The treatments were defined to arrive at hotdeck
cells with similar sizes between the same treatment
combinations. The experimental design is given in Ta-
ble 4. There were five replications for each of the 16
treatments to make 80 processing runs. Partial replace-
ment with a rate of 25 percent was assigned using sim-
ple random sampling.

There were two measures used to evaluate the per-
formance on data utility. First, the interquartile range
(IQR) of differences across all table cells between the
raw and perturbed data were produced by each CBSA
type and overall. We computed the difference in cell
means for a given variable as follows: Dȳ = ỹ − ȳ,
where ỹ = estimated mean from the perturbed data,
and ȳ = estimated mean from the original data. The
cell mean differences were produced by CBSA type for
earnings for two-way cross-tabulations involving the
following variables: poverty status (3 levels), minority
(2 levels), industry (7 levels), sex (2 levels), occupation
(7 levels), years in the United States (U.S.) (5 levels),
age of youngest child (3 levels), mode of data collec-
tion (3 levels), years of schooling (7), and Census tract.
The two-way tables are a mix of those involving tracts
and those not involving tracts. The IQR results provide
an indication of variation due to perturbation.

The use of propensity scores as a global utility mea-
sure of the retention of multivariate associations is de-
scribed in [28]. The perturbed and original data files
were stacked and T = 1 was assigned to the perturbed
records and T = 0 was assigned to the original records.
A weighted logistic regression model was processed on
T using main effects, and also with interaction terms
associated with perturbed variables. Table 5 provides
the terms in the model.
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Table 3
Number of CBSAs by CBSA Type for Earnings

CBSA type Variation in weights Model R2 Variation between localities Number of CBSAs in North Carolina
1 Low Low Low 7
2 Low Low High 3
3 Low High Low 3
4 Low High High 12
5 High Low Low 5
6 High Low High 2
7 High High Low 3
8 High High High 6

Table 4
Experimental design

Perturbation approach Treatment Number of Number of prediction Number of weight Locality Resulting expected
number bins groups groups size (n) cell size1

MACH 1 9 2 2 464 12.9
2 9 2 2 1365 37.9
3 9 2 4 464 6.4
4 9 2 4 1365 19.0
5 9 4 2 464 6.4
6 9 4 2 1365 19.0
7 9 4 4 464 3.2
8 9 4 4 1365 9.5

Unconstrained 1 1 6 6 464 12.9
2 1 6 6 1365 37.9
3 1 6 12 464 6.4
4 1 6 12 1365 19.0
5 1 12 6 464 6.4
6 1 12 6 1365 19.0
7 1 12 12 464 3.2
8 1 12 12 1365 9.5

1Computed as the locality size divided by the product of the number of weight groups, number of prediction groups, and the number of bins.

Table 5
Effects Used in the U Statistic Logit Model

Target variable Main effects Interactions
Earnings Age, earnings, poverty Earnings with [L300 (many), Means of transportation (9 levels), Poverty status (3 levels), Mi-

nority (2 levels), Industry (7 levels), Occupation (7 levels), Years in the U.S. (5 levels), Mode
of data collection (3 levels), Age] and L300 with Age

The following statistic U should be close to zero if
the perturbed data and original data were indistinguish-
able.

U =
1

N

N∑
i=1

(p̂i − c)2

where
N = number in the stacked file
p̂i = propensity score (logistic regression predic-

tion) for record i
c = proportion of units from the perturbed data file

(e.g., 1/2)
Figure 2 shows differences between the MACH and

the unconstrained approach. Treatments 1 through 8
were combined for each approach. The IQR and U re-

sults show much less variation for MACH approach
than for the unconstrained approach. Due to these re-
sults, we focus the remainder of the analysis on the
MACH approach.

For each CBSA type, we processed a one-way
ANOVA with treatment as a main effect. Statistical sig-
nificance was determined by the adjusted Tukey pair-
wise comparison tests and α = 0.05. Figure 3(a) pro-
vides box plots for each treatment within each of the
CBSA types for the IQR statistic, and Fig. 3(b) pro-
vides box plots for the U statistic. An explanation is
provided for any significant pairwise comparison. For
CBSA type 2, we would expect that the attributes for
this CBSA type would result in potential help from
smaller localities, which is exactly what happened.
Treatments 1, 5 and 7 have lower IQRs than Treatment



T. Krenzke et al. / Producing multiple tables for small areas with confidentiality protection 477

IQR measure U measure

Fig. 2. Comparison of IQR and U statistics between the MACH and the unconstrained approach.

2 in which the main difference was the smaller geogra-
phy used in the hot deck cell creation. For CBSA type
3, we would expect that the attributes for this CBSA
type would result in potential help from the model.
Treatment 7 has lower IQRs than Treatment 8. The
main difference was lower level of geography used in
the hot deck cell creation. Interesting that the model
did not seem to help; however, smaller geography did.

For CBSA type 4, we would expect that the at-
tributes for this CBSA type would result in potential
help from the model and smaller geography. Treat-
ments 1, 3, 5, and 7 have lower IQRs than Treat-
ments 2 and 4. The main difference was due to smaller
geography used in the hot deck cell creation. Also,
Treatments 2 and 4 have only two prediction groups,
while Treatments 6 and 8 have four and were not
significant different from the low-level locality treat-
ments. Lastly, Treatment 8 has lower IQRs than Treat-
ment 2. The main difference is that Treatment 8 had
more prediction and weight groups. Smaller geography
helped quite a bit, with some benefit from the model
predictions. For CBSA type 7, we would expect that
this CBSA type would result in potential benefit from
weight groups or prediction groups. While treatments
have some evidence of significant U measure results,
there was not enough evidence to find a specific sig-
nificant result. For CBSA type 8, we would expect that
this CBSA type would result in benefits from weight or
prediction groups, or small geography. While the over-
all statistical test was significant for the U measure,
there was not enough evidence to find a significant dif-
ference between specific treatments.

The evaluation showed that there was little benefit
from controlling the weights, which suggests a strategy

of using a small number of weight groups (perhaps just
two) and using them last in the hot deck cell formation,
if at all. The predictions of continuous variables did
not contribute a great deal when covariates were weak
and when constraining bins were used. The benefits of
the predictions come more into play when strong co-
variates exist, for nominal or ordinal target variables
with few categories, and when the constraining bins
needs to be wide to reduce disclosure risk. Lastly, if
the between-locality variance for the target variables is
high, it is beneficial to restrict locality size for the ap-
plication of the perturbation procedure to be as small
as possible while generating enough perturbation vari-
ance to satisfy disclosure risk thresholds. If between-
locality variability is high, then locality should be one
of the first components in the ordering of the hot deck
formation in order that locality has less chance of being
collapsed due to small cells.

5. Application

The CTPP are a set of tables, prespecified by trans-
portation planners, for each of over 140,000 combi-
nations of census blocks termed traffic analysis zones
(TAZs) and for other geographies and for journey-to-
work flows by mode of transportation. The TAZs are
the building blocks that transportation planners use to
define the areas of interest to them. Overall the CTPP
contains millions of tables involving approximately 30
variables, particularly the responses to the ACS trans-
portation questions. The table cells contain frequencies
(e.g., counts of workers for modes of travel), means
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Fig. 3a. IQR for Earnings for Treatments within CBSA Type (types 1 and 2 in the top row, types 3 and 4 in the second row, etc.).
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Fig. 3b. U for Earnings for Treatments within CBSA Type (types 1 and 2 in the top row, types 3 and 4 in the second row, etc.).
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and medians (e.g., commuting times), together with
their margins of error. A feature of the CTPP tables is
that there are different analytic versions for some of the
underlying survey variables that are used in different
tables; for example, household income is sometimes
analyzed as a continuous variable and other times as a
categorized variable, with several alternative versions
of the categorization. All recodes were applied uni-
formly to all TAZs.

The data source for the 2006–2010 CTPP moved
from the Census Long Form that was used with the
2000 and previous censuses to the 5-year ACS sample.
Since the ACS 5-year sample size is about one-half of
the 2000 Census Long Form sample size, the 2006–
2010 CTPP is potentially subject to much greater dis-
closure risk than earlier versions of the CTPP. The ACS
sample in some TAZs had only 20 to 25 workers. There
were about 7 million TAZ-to-TAZ flows in the journey-
to-work tables, and only about 10 million workers in
the ACS 5-year sample. As a result, almost all TAZ-to-
TAZ flows had very sparse tables.

For the CTPP based on the 2000 Census, the Census
Bureau applied a Rule of Three threshold rule that re-
quired at least three cases in a cell before an estimate
was reported for that cell. The application of this rule
resulted in a sizable amount of suppression. Since the
application of the Rule of Three with the 2006–2010
ACS would lead to substantially more suppression due
its smaller sample size. To reduce the risk of a suc-
cessful table-differencing attack with the 2006–2010
CTPP, the prespecified universes and variables were re-
viewed prior to the table production with an objective
of preventing slivers from occurring. Strict limitations
were placed on the occurrence of overlapping classifi-
cations for variables and on the production of two ta-
bles that differed only to the extent that their universes
were slightly different. Even though the risk from table
differencing was reduced to a certain extent by these
limitations, the potential attacks of table differencing,
linking explicit tables and record linkage, still existed.

The MACH approach used for the 2006–2010 CTPP
generated an ACS dataset that comprised a mixture
of original ACS data and randomly perturbed values.
This dataset was then used to generate all CTPP ta-
bles. By “original ACS data,” we refer to the micro-
data that had already undergone 1) ACS standard data
perturbation (including data swapping for households
and perturbation for group quarters) and 2) imputation
for item nonresponses (including stochastic imputa-
tion applied specifically for CTPP purposes for records
missing workplace locations below the place level).

By “CTPP perturbed data,” we refer to the original
ACS data that were subsequently perturbed by the ap-
proaches discussed below. The CTPP perturbation was
carried out on the demographic variables but not on
the geographic variables, which were subject to impu-
tation (workplace locations) and the regular ACS data-
swapping procedures. The following sections describe
how the CTPP perturbation procedures were imple-
mented, beginning with a risk assessment, and contin-
uing with a description of the perturbation process, and
the quality checks that were performed on the CTPP
perturbed data file.

5.1. Risk assessment

The Census Bureau’s Disclosure Review Board
(DRB) established two general threshold rules that
served as a basis for determining the allowable level of
disclosure risk for the CTPP: 1) without perturbation,
means and aggregates must be based on at least three
unweighted records for every table cell, and 2) counts
must be based on at least three unweighted records for
any marginal for means of transportation (MOT) and
for any cell in one-way tables within a journey-to-work
flow excluding MOT. This second threshold was intro-
duced to reduce the disclosure risk from table linking
and is required because MOT is a common variable
throughout the CTPP tables.

At the outset, the CTPP tables were divided into two
sets. Set A comprised tables that were not subjected
to the above threshold rules, such as when the table
did not involve MOT for residence or workplace-based
TAZ-level tables (e.g., counts for categorized age and
sex). Set B comprised all tables that were targeted ac-
cordingly to the original DRB threshold rules. Set A
tables were generated from the original ACS data. Set
B tables were generated from the CTPP perturbed data.
Some rounding rules were applied for all tables.

The Set B tables were processed for each TAZ to de-
termine the cells that violated the threshold rules. For
each table, each of the variables defining a violating
cell was identified and flagged on the survey records
that fell in those cells. The flag indicated whether the
variable was associated with a cell containing a sin-
gle record, two records, or three or more records. A
record’s final flag for a given variable indicated the
smallest number of records in the cells with which
the record was associated across all tables. Based on
the final flag, each record was then assigned to a risk
stratum for the purpose of assigning perturbation rates
for the given variable. Since data values that had been
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swapped, perturbed, or imputed in the standard ACS
random procedures did not require further perturba-
tion, they were separated off and excluded from the
perturbation process.

The rest of the data records were allocated to one
of three risk strata: a record was assigned to Stratum 1
if it was a singleton for any table involving the target
variable, to Stratum 2 if it was a doubleton for any ta-
ble involving the target variable, and to Stratum 3 if it
was one of three or more records for all tables involv-
ing the target variable. The DRB assigned perturbation
rates to each risk stratum for each target variable. In
Strata 2 and 3, records were sampled with equal prob-
ability to be part of the perturbation process, that is,
to allow their values on the target variable to be per-
turbed. Since it was desired that more of the values
for the target variable for the records with many vari-
ables in Stratum 1 should be perturbed, these high-risk
records were sampled at higher rates. This oversam-
pling was achieved by sampling target records in Stra-
tum 1 using probability proportional to size sampling,
where the measure of size for a record was set equal to
the number of its target variables that were assigned to
either Stratum 1 or 2. Variable-specific target selection
flags were assigned to all records. These flags indicated
the target records that were selected for the application
of the perturbation process for a particular variable.

5.2. Application of the MACH approach to the CTPP
underlying microdata

The perturbation was applied at two levels. House-
hold-level variables (e.g., household income) were per-
turbed first in the household-level file, and then the
values were transferred to the records for each person
within the household in the person-level file. Within
each file level, the ordinal variables were perturbed
first since the constrained perturbation approach used
for ordinal variables performed better than the uncon-
strained approach used for nominal variables.

In general, the hotdeck cells were formed by the
cross-classification of the target selection flag, bins
(for ordinal variables), locality, prediction groups, and
weight groups. In view of the small sample sizes in
TAZs, the locality used in the hot deck cell forma-
tion was larger than TAZ and depended upon the target
variable. For example, the residence Public Use Mi-
crodata Area (PUMA) was used for travel time (jour-
ney to work), and the workplace tract was used for in-
dustry classification. Since the perturbation procedure
exchanges the ACS responses for the target records

within a hot deck cell, using locality in the cell forma-
tion implies that the target variable’s unweighted em-
pirical univariate distribution is unaltered at the local-
ity – but not at the TAZ – level.

In the construction of prediction groups a stepwise
linear regression model was used throughout, with
the candidate predictor variables obtained from ACS
household and person variables, block-level variables
derived from 2010 census (e.g., percentage of Blacks,
percentage of occupied housing units), and area-level
variables derived from the ACS (e.g., median house-
hold income, average household size). The areas for
which the ACS area-level predictor variables were cre-
ated were traffic analysis districts (TADs), which are
CTPP geographic-defined entities that are formed by
combining TAZs to areas that have population sizes of
at least 20,000. Some interaction terms were included
in the pool of candidate predictor variables. The mod-
els were constructed separately for each Core-Based
Statistical Area (CBSA) and the remainder of each
state. After the modeling was completed, model pre-
dictions were computed as described in Section 3.1 and
the data replacement was done as described in Sec-
tion 3.4.

When all target variables were perturbed, raking
was applied to ensure consistency with specified totals
for larger geographic areas, first calibrating the house-
hold weights, and then the person weights. The con-
trol totals were estimated using the original ACS vari-
ables. They were computed based on the full sample
weights and also on each of set of replicate weights.
The resulting estimated control totals were different
across the replicate samples. The full sample and each
of the replicates was raked independently to recap-
ture the sampling error component of the variance. At
the household level, the household weights were cali-
brated to the estimated total households in traffic anal-
ysis districts (TADs), and by PUMA for select ACS
household variables (e.g., the number of vehicles in
the household). The person weights were raked to to-
tal workers in TADs, and by PUMA for select ACS
variables (including target variables). Most totals were
generated for places where respondents lived; however,
some were based on where they worked, such as MOT
and industry classification.

5.3. Evaluation of perturbation applied to the CTPP

Two main types of checks were conducted on the
perturbed data set: 1) checks on the impact of pertur-
bation on data utility and 2) checks on the level of dis-
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closure risk after perturbation. The checks on data util-
ity compared ACS estimates computed prior to pertur-
bation with those computed after perturbation. The set
of estimate consisted of weighted cell means, weighted
cell quantiles, weighted cell counts, and standard er-
rors at the TAZ and county levels (for flows as well). In
addition, the impact of perturbation on measures of as-
sociation was examined using the Cramer’s V statistic,
Pearson product moment correlation, and also on mea-
sures of multivariate associations using the U statistic.
With the relatively large MSEs for ACS estimates for
small areas such as block groups and TAZs, the results
of the before/after perturbation comparisons showed
that the changes due to perturbation were very small
relative to the MSEs except for a few extreme cases.
This finding is consistent with an earlier evaluation of
travel model output comparisons reported in Appen-
dices R and S of [23].

A disclosure risk measure was created to check on
the level of disclosure risk remaining after perturba-
tion. The measure included components that took into
account the ACS sampling rate, the effects of mobility
and workplace changes over time, the effects of data
swapping and imputation in the original ACS data, and
the effects of the perturbations in the CTPP data. The
DRB reviewed the results and accepted the level of
risk.

6. MSE estimation with perturbed data with
application to CTPP

Perturbation has the effect of decreasing the accu-
racy the survey estimates. The accuracy of an estimate
based on a perturbed data set should capture both the
variance due to sampling error and the MSE due to
perturbation given the sample. Appropriate methods
have been developed in [29,30] for variance estima-
tion for use with fully synthetic and partially synthetic
public-use datasets. However, little research has been
conducted to develop methods for MSE estimation for
use with perturbed datasets. For practical application
with the CTPP data and the very large number of esti-
mates produced, the MSE estimator needed to be com-
putationally straightforward, yet have adequate preci-
sion. We present two such MSE estimators that are also
robust to the perturbation approach. These estimators
take advantage of information from both the original
data and the perturbed data, and can be computed while
the table products are being prepared and processed.

The MSE estimators proposed for handling the ef-
fects of perturbation together with sampling variance

start out from the computation of the sampling vari-
ance for an estimate calculated from the original ACS
dataset. In the case of the unperturbed ACS, sam-
pling variances are computed using a Successive Dif-
ference Replication (SDR) approach [31–33] that ap-
proximates the variances of the estimates under the sur-
vey’s complex design and weighting adjustment pro-
cess. The approach is designed to be used with system-
atic samples for many types of statistics. Let θ̂ repre-
sent the ACS estimate of a statistic, θ, using the ACS
full sample weight, and θ̂k be the ACS estimate of θ
using the kth set of ACS replicate weights (see [34]
Chapter 12, for the formation of the replicate weights).
Then, with the 80 replicates used with the ACS, the
variance of θ̂ is estimated by using the SDR formula:

vACS

(
θ̂
)
=

4

80

∑
k

(
θ̂k − θ̂

)2

. (1)

With large samples, this variance estimate has approx-
imately 53 degrees of freedom [35]. For the smaller
geographic areas for which CTPP estimates are pro-
duced, and also for subgroup estimates, the degrees of
freedom can be much smaller than 53.

One naive approach for estimating the precision of
the perturbed estimates is to apply the ACS formula
directly to the perturbed data, ignoring any bias arising
from the perturbation. This naive variance estimator v1
is

v1

(
θ̃
)
=

4

80

∑
k

(
θ̃k − θ̃

)
k (2)

where θ̃ and θ̃k are computed from the perturbed data
set with the raked full sample and the k sets of raked
replicate weights. (Note that after data perturbation the
raking process is applied to the full sample weight and
to each set of replicate weights.) This variance estima-
tor does not directly address perturbation variance and
ignores potential perturbation bias. However, it may
prove adequate if the amount of perturbation is small.

A simple approach for taking account of the effect
of perturbation is to add a term that estimates the per-
turbation MSE to the estimated sampling variance. The
overall MSE of the perturbed estimator can be ex-
pressed as

MSE(θ̃) = EpEs(θ̃ − θ)2 = Es(θ̂ − θ)2

+Ep(θ̃ − θ̂)2 + 2EpEs(θ̃ − θ̂)(θ̂ − θ) (3)

where Ep and Es denote expectations with respect to
perturbation and sampling, respectively. The first term
on the right-hand side of Eq. (3) is the variance of the
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Table 6
Degrees of freedom and corresponding t-value by contribution of perturbation error to overall variance and number of multiple perturbations
(assume ACS has 50 degrees of freedom [df])

Percentage contribution of perturbation error to total variance
Number of 5% 10% 15% 20% 30% 40% 50%
perturbed datasets df t df t df t df t df t df t df t

1 49 2.01 38 2.02 27 2.05 19 2.10 10 2.23 6 2.57 4 3.18
3 53 2.01 51 2.01 46 2.01 38 2.02 25 2.06 17 2.12 11 2.20
5 54 2.01 55 2.00 53 2.01 48 2.01 36 2.03 26 2.06 18 2.10

unperturbed mean, which is estimated by Eq. (1). The
second term of Eq. (3) is the perturbation MSE, which,
since θ̂ is known, can be simply estimated by (θ̃− θ̂)2.
The covariance term will generally be close to zero
and, as an approximation, is ignored if the perturba-
tion bias is zero or does not depend on the sample.
In the application to CTPP, the covariance term was
assumed to be negligible. A further empirical study
would help determine if the assumption is valid, espe-
cially for small sample estimates. Thus, an estimator
of the overall MSE of the perturbed estimate θ̃ was es-
timated by mse2:

mse2

(
θ̃
)
= vACS

(
θ̂
)
+
(
θ̃i − θ

)2

(4)

Note that this variance estimator does not present any
additional disclosure risk provided that the microdata
underlying the tabulations are not released; without the
microdata, an intruder cannot derive the unperturbed
estimate θ̂ by separating the two components in Eq. (4).

A limitation of mse2 in Eq. (4) is that the second

term,
(
θ̃ − θ̂

)2

, is based on a single degree of freedom.
This limitation can be addressed by repeating the pro-
duction of perturbed datasets multiple times, estimat-
ing the perturbation MSE for each dataset, and aver-
aging these perturbation MSE estimates. The resultant
MSE estimator mse3, is given by

mse3

(
θ̃
)
= vACS

(
θ̂
)
+

1

m

m∑
i=1

(
θ̃i − θ

)2

(5)

where θ̃ is the estimate of θ computed from the ith per-
turbed dataset (i = 1, 2, . . . ,m) using the raked full
sample weights. Increasing the number of replicates m
increases the precision of the MSE estimator but adds
significantly to the computational burden. The variance
of the second term in the estimator mse3 is m−1 times
that of the corresponding term in mse2.

A small-scale simulation study was conducted to in-
vestigate the effect of the perturbation on the accu-
racy of estimates of the mean travel times for workers

who drove alone in subareas of two test sites (Olympia,
Washington, and the combination of Henry and Clay-
ton counties in Atlanta, Georgia), using the three MSE
estimators described above with 5-year ACS sample
data from 2005–2009. The simulation study examined
the effect of the perturbation at two levels of geo-
graphic aggregation (small and large) formed by com-
bining TAZs until there were at least 300 sampled
workers who lived in the area (termed CTAZ300) and
until there were at least 50 sampled workers who lived
in the area (CTAZ50). The Olympia test site contained
22 CTAZ300 areas and 87 CTAZ50 areas. The Atlanta
test site contained 33 CTAZ300 areas and 105 CTAZ50
areas. The MACH approach excluded the modeling
process, and the number of iterations was limited to
400 iterations for mse2 and 2,000 iterations for mse3
(5 imputations occurred 400 times). The variables used
in forming the hot deck cells included the target se-
lection flag, a single set of bins on travel time, local-
ity (PUMA), auxiliary variables (MOT and categories
of time leaving home), and weight groups. In each it-
eration, the ACS sample was perturbed and estimates
were generated. For the variance estimator v3, each
iteration involved generating five independently per-
turbed datasets. The simulation results showed that,
on average, the MSE estimates were about 17 percent
larger than v1 for small CTAZs and 8 percent larger
for large CTAZs in Olympia, and 12 percent larger for
small CTAZs and 10 percent larger for large CTAZs in
Atlanta. In general, the average TAZ size for the CTPP
is slightly larger than the small combined TAZs used
in the simulation.

An issue to be resolved is how many replications
of the perturbation process should be used, balancing
the increased precision of the MSE with more repli-
cates against the added computational burden. To in-
vestigate this issue, we examined the relationship be-
tween the percentage of total MSE contributed by the
perturbation MSE, the approximate number of effec-
tive degrees of freedom, and the associated 95 percent
t-value. Table 6 gives the effective degrees of free-
dom of mse3 computed by the Satterthwaite approxi-
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mation [36], assuming the two terms in mse3 are in-
dependent, for m = 1, 3, and 5 sets of perturbations.
Suppose that the perturbation accounts for 20 percent
of the overall MSE. Using single perturbation would
only give 19 degrees of freedom and result in a corre-
sponding t-value of 2.10, whereas using five multiply-
perturbed datasets would give approximately 48 de-
grees of freedom with a t-value of 2.01. Assuming the
bias associated with the perturbation is not large, in
expectation the use of five multiply-perturbed datasets
reduces the width of the confidence interval by about
5 percent. If the perturbation accounts for 50 percent
of the total MSE, then there would by approximately
only 4 degrees of freedom (d.f.) for a single pertur-
bation dataset and 18 d.f. for five multiply-perturbed
datasets, resulting in a confidence interval about 50
percent wider with the single perturbation dataset.

Ignoring perturbation error results in confidence in-
tervals that are too narrow, which leads to actual cover-
age rates lower than the nominal level, especially when
the perturbation error contributes a relatively large per-
centage to the overall variance. Ignoring a perturbation
error that accounts for 20 percent of overall MSE, with
50 d.f., and an assumed 95 percent confidence level,
the actual coverage rate is 91 percent. If the perturba-
tion error is about 50 percent of overall MSE, the ac-
tual coverage rate is only 77, far less than the nominal
level of 95 percent.

7. Concluding remarks

The MACH approach can be used in general when
reducing the disclosure risk in publishing microdata
and tables. It constrains the perturbation deviations for
targeted ordinal variables, takes advantage of the pre-
dictability of regression models, and larger datasets al-
low one to limit the donor pool to geographic clus-
ters and to cases with similar weights. The evaluation
of the procedure found that the major benefit of the
MACH is unsurprisingly the constraining aspect. The
MACH approach was programmed as a SAS macro
called SDCPert under contract to the U.S. Census Bu-
reau. Its’ application to the CTPP satisfied the Census
Bureau’s DRB rules, provided an operationally feasi-
ble approach for generating a massive number of tables
for small areas, and satisfied transportation analysts in
terms of data quality.

Considering the computing resources and statistical
properties, the implementing the MSE estimator mse2
with a single perturbed dataset was manageable and

was the accepted choice for the CTPP tables to ac-
count for the effects of perturbation. The approach cre-
ated extra work in generating the CTPP tables beyond
that needed to compute the naive variance estimator.
If computing resources are available, then the use of
more than one perturbation dataset for estimating the
MSE due to perturbation would be recommended over
the use of a single perturbed dataset, at least for esti-
mates for which the perturbation error is a sizable pro-
portion of total MSE. More evaluation of the contribu-
tion of the perturbation MSE to total MSE is needed
across a range of estimates and variables in order to
decide on how many perturbed datasets are needed.
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