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#### Abstract

We demonstrate hardness results for the detection of small backdoor sets with respect to base classes $\mathcal{M}_{r}$ of CNF formulas with maximum deficiency $\leq r\left(\mathcal{M}_{0}\right.$ is the class of matched formulas). One of the results applies also to a wide range of base classes with added 'empty clause detection' as recently considered by Dilkina, Gomes, and Sabharwal. We obtain the hardness results in the framework of parameterized complexity, considering the upper bound on the size of smallest backdoor sets as the parameter. Furthermore we compare the generality of the parameters maximum deficiency and the size of a smallest $\mathcal{M}_{r}$-backdoor set.
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## 1 Introduction and Background

### 1.1 Matched Formulas

A CNF formula is matched if one can match each clause to a 'private' variable that occurs in the clause such that different clauses are matched to different variables. Matched CNF formulas are satisfiable since one can satisfy each clause independently by choosing the right truth value for its private variable. Moreover, such formulas can be recognized efficiently by bipartite matching algorithms. Matched formulas play a prominent role in several theoretical investigations. For example, they were used in Tovey's classical paper on 3SAT with bounded occurrence of variables [23], and in Tarsi's Lemma on the clause-variable difference of minimal unsatisfiable formulas [1]. In a certain sense, matched formulas are more numerous then formulas belonging to other well-known tractable classes such as Horn and renamable Horn formulas [10]. The classes of biclique-satisfiable and var-satisfiable formulas properly contain all matched formulas, but the recognition problems for these two classes are intractable [22].

The notion of maximum deficiency, first used by Franco and Van Gelder [10] in the context of CNF formulas, allows to extend the nice properties of matched CNF formulas to more general classes of formulas. The maximum deficiency of a CNF formula $F$, denoted by $m d(F)$, is the number of clauses remaining without a private variable in an optimal matching (more precisely, in a maximum cardinality matching in the incidence graph associated with
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Figure 1. Incidence graph associated with the CNF formula $F=\left\{C_{1}, \ldots, C_{7}\right\}, C_{1}=\{u, w\}$, $C_{2}=\{\neg u, v\}, C_{3}=\{u, \neg v, \neg w\}, C_{4}=\{v, \neg w\}, C_{5}=\{\neg u, w\}, C_{6}=\{\neg v, x, y, z\}, C_{7}=$ $\{\neg x, \neg y, \neg z\}$ (each variable is adjacent to all clauses it occurs in). Bold edges indicate a maximum cardinality matching. This matching assigns to $C_{2}, C_{4}, C_{5}, C_{6}, C_{7}$ the private variables $v, w, u, x$, $z$, respectively. Clauses $C_{1}$ and $C_{3}$ have no private variable according to this matching, therefore the maximum deficiency of $F$ is $7-5=2$.
the CNF formula, see Figure 1 for an example). The term 'maximum deficiency' is motivated by the equality $\operatorname{md}(F)=\max _{F^{\prime} \subseteq F} d\left(F^{\prime}\right)$ which follows from Hall's Theorem; here $d\left(F^{\prime}\right)$ denotes the deficiency of $F^{\prime}$, the difference between the number of clauses and the number of variables of $F^{\prime}$. Let us denote the class of CNF formulas with maximum deficiency at most $r$ by $\mathcal{M}_{r}$ (thus $\mathcal{M}_{0}$ denotes the class of matched formulas).

Matchings can be used to simplify CNF formulas and to compute a normal form. For example, from the formula $F$ in Figure 1 one can remove the clauses $C_{6}$ and $C_{7}$ since the indicated matching yields the assignment that sets $x$ to 1 and $z$ to 0 , and these two variables do not occur in the remaining clauses (the assignment is 'autark' [15]). This leaves us with the CNF formula $F^{\prime}=\left\{C_{1}, \ldots, C_{5}\right\}$ where $F$ and $F^{\prime}$ are satisfiabilityequivalent and $d\left(F^{\prime}\right)=m d\left(F^{\prime}\right)=m d(F)$. In general, for any given CNF formula $F$, one can find in polynomial time a subset $F^{\prime}$ such that $F$ and $F^{\prime}$ are satisfiability-equivalent and $d\left(F^{\prime}\right)=m d\left(F^{\prime}\right)=m d(F)$; if $F=F^{\prime}$ then $F$ is called 'matching lean.' Kullmann [15] provides an in-depth study of autark assignments and the corresponding notion of lean CNF formulas. For our constructions below it is convenient to consider matching lean formulas because their deficiency is easy to compute.

A CNF formula is minimal unsatisfiable if it is unsatisfiable and each proper subset is satisfiable. Clearly minimal unsatisfiable formulas are matching lean. Kleine Büning [13] initiates the study of minimal unsatisfiable formulas parameterized by their deficiency; this study is also extended to quantified and non-Boolean formulas [14, 16]. Fleischner, Kullmann, and Szeider [8] show that for every constant $r$, one can decide the satisfiability of CNF formulas with maximum deficiency $r$ in time $O\left(L \cdot n^{r+1 / 2}\right)$; here $L$ denotes the length and $n$ the number of variables of the given CNF formula. As a consequence, minimal unsatisfiable formulas with deficiency bounded by a constant $r$ can be recognized with the same polynomial bound $O\left(L \cdot n^{r+1 / 2}\right)$. The order of the polynomial time bound depends on $r$ which makes the algorithm infeasible for larger inputs, even if $r$ is small (say $r=5$ ). Szeider [21] develops an algorithm that overcomes this limitation: the algorithm decides satisfiability of CNF formulas with $n$ variables and maximum deficiency $r$ in time $O\left(2^{r} n^{3}\right)$ and recognizes minimal unsatisfiable formulas with deficiency $r$ in time $O\left(2^{r} n^{4}\right)$. Thus, the satisfiability problem is fixed-parameter tractable with respect to the parameter maximum deficiency, since the degree of the polynomial is now independent of the parameter $r$. We
discuss some basic concepts of parameterized complexity in Section 2.1; for more background information we refer the reader to other sources $[6,9,17]$.

### 1.2 Backdoor Sets

Williams, Gomes, and Selman [24] introduce the notion of backdoor sets for analyzing the 'heavy-tailed' behavior of backtrack search algorithms. Basically, a backdoor set is a (small) set of variables of a given CNF formula that, when instantiated, puts the formula into a tractable base class. In this paper we consider backdoor sets with respect to the base classes $\mathcal{M}_{r}$ as defined above. The size of such backdoor sets together with the base class level $r$ provide a 'two-layered' parameterization of the satisfiability problem. Bidyuk and Dechter [2] consider a somewhat similar two-layered parameterization of Bayesian reasoning problems.

Let $F$ be a CNF formula, $B$ a subset of the set of variables of $F$, and let $\mathcal{C}$ be a base class of tractable instances. If for every truth assignment $\tau: B \rightarrow\{0,1\}$, the restriction $F[\tau]$ belongs to $\mathcal{C}$, then $B$ is a strong $\mathcal{C}$-backdoor set; if for at least one $\tau: B \rightarrow\{0,1\}$ the formula $F[\tau]$ is both satisfiable and belongs to $\mathcal{C}$, then $B$ is a weak $\mathcal{C}$-backdoor set. See Section 2.2 for notational conventions on CNF formulas and truth assignments. A variant of strong backdoor sets are deletion backdoor sets: $B$ is a deletion backdoor set if the formula $F-B$ belongs to $\mathcal{C} ; F-B$ denotes the formula obtained from $F$ by removing all literals $x, \neg x$ with $x \in B$ from the clauses of $F$. If the base class $\mathcal{C}$ is clause-induced (that is, if $F \in \mathcal{C}$ implies $F^{\prime} \in \mathcal{C}$ for all $F^{\prime} \subseteq F$ ), then every deletion $\mathcal{C}$-backdoor set is a strong $\mathcal{C}$-backdoor set [19]. Deletion backdoor sets are useful, as for certain base classes it is easier to search for deletion backdoor sets than for strong backdoor sets [19]. To exclude degenerate cases, we consider weak backdoor sets only for base classes $\mathcal{C}$ with $\emptyset \in \mathcal{C}$, and we consider strong and deletion backdoor sets only for base classes $\mathcal{C}$ with $\emptyset,\{\emptyset\} \in \mathcal{C}$.

Considering a base class $\mathcal{C}$ and a CNF formula $F$, we denote by

$$
w b_{\mathcal{C}}(F), s b_{\mathcal{C}}(F), \text { and } d b_{\mathcal{C}}(F)
$$

the size of a smallest weak $\mathcal{C}$-backdoor set, the size of a smallest strong $\mathcal{C}$-backdoor set, and the size of a smallest deletion $\mathcal{C}$-backdoor set of $F$, respectively. Note that $w b_{\mathcal{C}}(F)$ is only defined if $F$ is satisfiable. We always have $s b_{\mathcal{C}}(F) \leq d b_{\mathcal{C}}(F)$ if $\mathcal{C}$ is clause-induced.

A base class $\mathcal{C}$ is self-reducible if $F \in \mathcal{C}$ implies $F[x=0], F[x=1] \in \mathcal{C}$ (see [5]). The base classes $\mathcal{M}_{r}$ are not self-reducible in this sense, but in a slightly wider sense: $F \in \mathcal{M}_{r}$ implies $F[x=0], F[x=1] \in \mathcal{M}_{r+1}$, and if $F$ is matching lean, then $F \in \mathcal{M}_{r}$ implies $F[x=0], F[x=1] \in \mathcal{M}_{r}$ (see [15]). As mentioned above, we can always find efficiently a matching-lean subset $F^{\prime}$ of a given CNF formula $F$ such that $F$ and $F^{\prime}$ are satisfiabilityequivalent.

If we know a strong backdoor set $B$ of a CNF formula $F$, then we can decide the satisfiability of $F$ by checking the satisfiability of at most $2^{|B|}$ formulas $F[\tau]$ that belong to the base class (in some cases it suffices to check significantly fewer than $2^{|B|}$ formulas [20]). Thus it is interesting to find for a given formula a small backdoor set, say one of size bounded by some fixed integer $k$. Of course we can consider all sets of variables up to size $k$, and check whether at least one of them is a backdoor set. This exhaustive search requires time of order $n^{k}$ for CNF formulas with $n$ variables, thus it becomes infeasible for large $n$ even
if $k$ is reasonably small. Whether we can do significantly better than exhaustive search can be studied within the framework of parameterized complexity (see Section 2.2). Nishimura, Ragde, and Szeider [18] show that, with respect to the base classes Horn and 2CNF, strong and deletion backdoor sets coincide. Furthermore, they show that for parameter $k$, deciding whether $w b_{\text {Horn }}(F) \leq k$ and deciding whether $w b_{2 \mathrm{CNF}}(F) \leq k$ are not fixedparameter tractable problems (under reasonable complexity theoretic assumptions) and that deciding whether $s b_{\text {Horn }}(F) \leq k$ and $s b_{2 \mathrm{CNF}}(F) \leq k$ are fixed-parameter tractable problems. However, if $k$ is not a parameter but just a part of the input, then the problems are NP-complete [3, 18].

Dilkina, Gomes, and Sabharwal [5] suggest to strengthen the concept of strong backdoor sets by means of empty clause detection. Let $\mathcal{E}$ denote the class of all CNF formulas that contain the empty clause. For a base class $\mathcal{C}$ we put $\mathcal{C}^{\{ \}}=\mathcal{C} \cup \mathcal{E}$; we call $\mathcal{C}^{\{ \}}$the base class obtained from $\mathcal{C}$ by adding empty clause detection. Formulas often have much smaller strong $\mathcal{C}$ \{\}-backdoor sets than strong $\mathcal{C}$-backdoor sets [5]. Dilkina et al. show that, given a CNF formula $F$ and an integer $k$, determining whether $F$ has a strong Horn ${ }^{\{ \}}$-backdoor set of size $k$, is both NP-hard and co-NP-hard (here $k$ is considered just as part of the input and not as a parameter). Thus, the non-parameterized search problem for strong Horn-backdoor sets gets harder when empty clause detection is added. We demonstrate that for many base classes, including $\mathcal{M}_{r}$, Horn, and 2CNF, the parameterized search problem also gets harder when empty clause detection is added.

### 1.3 Results

We compare the parameters $m d, w b_{\mathcal{M}_{r}}, s b_{\mathcal{M}_{r}}$, and $d b_{\mathcal{M}_{r}}$ with each other, and we determine the complexity of recognizing CNF formulas with small $w b_{\mathcal{M}_{r}}, s b_{\mathcal{M}_{r}}$, and $d b_{\mathcal{M}_{r}}$, respectively. We obtain the following results.

1. Let $r \geq 0$. For every satisfiable CNF formula $F$ we have $w b_{\mathcal{M}_{r}}(F) \leq \operatorname{md}(F)$. The difference between $w b_{\mathcal{M}_{r}}(F)$ and $m d(F)$ can be arbitrarily large. (Therefore we say that $w b_{\mathcal{M}_{r}}$ is a 'more general parameter' than $m d$.)
2. Let $r>0$. There are CNF formulas with arbitrarily large $s b_{\mathcal{M}_{r}}$ and constant $m d$. On the other hand, there are CNF formulas with arbitrarily large $m d(F)$ and constant $s b_{\mathcal{M}_{r}}$. (Thus we say the parameters $m d$ and $s b_{\mathcal{M}_{r}}$ are 'incomparable.') The same holds true when considering $d b_{\mathcal{M}_{r}}$ instead of $s b_{\mathcal{M}_{r}}$.
3. Deciding whether $w b_{\mathcal{M}_{r}}(F) \leq k, s b_{\mathcal{M}_{r}}(F) \leq k$, or $d b_{\mathcal{M}_{r}}(F) \leq k$, respectively, parameterized by $k$, is not fixed-parameter tractable (under reasonable complexity-theoretic assumptions).
4. Deciding whether $s b_{\mathcal{M}_{r}^{\{ \}}}(F) \leq k$, parameterized by $k$, is not fixed-parameter tractable (under reasonable complexity-theoretic assumptions). In fact, this hardness result holds for a wide range of clause-induced base classes with added empty clause detection, and in particular for $\mathrm{HORN}^{\{ \}}$and $2 \mathrm{CNF}^{\{ \}}$.

## 2 Preliminaries

### 2.1 Notation

We consider propositional formulas in conjunctive normal form, CNF formulas, represented as sets of clauses. A clause is a set of literals, a literal is a variable or a negated variable. For a CNF formula $F$ we denote by $\operatorname{var}(F)$ the set of variables that occur (negated or unnegated) in $F$. The length of $F$ is $\sum_{C \in F}|C|$. A (partial truth) assignment is a mapping $\tau: X \rightarrow\{0,1\}$ defined for some set $X$ of variables. Assignments extend in the obvious way to literals by setting $\tau(\neg x)=1-\tau(x)$. The restriction of $F$ to $\tau$ is the CNF formula $F[\tau]$ obtained from $F$ by removing all clauses that contain a literal $\ell$ with $\tau(\ell)=1$ and by removing all literals $\ell$ with $\tau(\ell)=0$ from the remaining clauses. $F$ is satisfiable if $F[\tau]=\emptyset$ for some truth assignment $\tau$. For a set $X$ of variables we write $\bar{X}=\{\neg x: x \in X\}$. By deleting a set $X$ of variables from a CNF formula $F$ we obtain the CNF formula

$$
F-X=\{C \backslash(X \cup \bar{X}): C \in F\} .
$$

### 2.2 Parameterized Complexity

An instance of a parameterized problem is a pair $(I, k)$ where $I$ is the main part and $k$ is the parameter; the latter is usually a non-negative integer. A parameterized problem is fixed-parameter tractable if instances $(I, k)$ can be solved in time $O\left(f(k)\|I\|^{c}\right)$ where $f$ is a computable function, $c$ is a constant, and $\|I\|$ represents the size of $I$ in a reasonable encoding. FPT denotes the class of all fixed-parameter tractable decision problems.

A parameterized reduction (or fpt-reduction) is a straightforward extension of a polynomial-time many-one reduction that ensures the parameter for one problem maps into the parameter for the other. More specifically, problem $L$ reduces to problem $L^{\prime}$ if there is a mapping $R$ from instances of $L$ to instances of $L^{\prime}$ such that (i) $(I, k)$ is a yesinstance of $L$ if and only if $\left(I^{\prime}, k^{\prime}\right)=R(I, k)$ is a yes-instance of $L^{\prime}$, (ii) $k^{\prime}=g(k)$ for a computable function $g$, and (iii) $R$ can be computed in time $O\left(f(k)\|I\|^{c}\right)$ where $f$ is a computable function and $c$ is a constant.

The complexity classes $\mathrm{W}[1] \subseteq \mathrm{W}[2] \subseteq \ldots$ are important for the theory of fixedparameter intractability. The classes are defined as the closure of certain parameterized problems under parameterized reductions. There is strong theoretical evidence that problems that are hard for classes $\mathrm{W}[i]$ are not fixed-parameter tractable. For example $\mathrm{FPT}=\mathrm{W}[1]$ implies that the Exponential Time Hypothesis fails, that is, the existence of a $2^{o(n)}$ algorithm for $n$-variable 3SAT $[9,12]$. Further evidence for $\mathrm{W}[i] \neq \mathrm{FPT}$ can be obtained by proof complexity theoretic arguments [4]. We use the framework of parameterized complexity to gain evidence that the problems under consideration are not fixed-parameter tractable. For this purpose it is sufficient to establish W[1]-hardness; whether a problem is actually contained in some class $\mathrm{W}[i]$ is less important for our considerations.

In this paper we shall consider the following two problems that are known to be $\mathrm{W}[1]$-complete and W[2]-complete, respectively, [6].

CLIQUE
Instance: A graph $G=(V, E)$ and a non-negative integer $k$.
Parameter: $k$.
Question: Is there there a set $S \subseteq V$ of $k$ distinct vertices that are pairwise adjacent? (the set $S$ is a clique of $G$ ).

HITTING SET
Instance: A collection $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ of finite sets, a non-negative integer $k$.
Parameter: $k$.
Question: Is there a set $H \subseteq \bigcup_{i=1}^{m} S_{i}$ of size $k$ that hits (intersects with) each $S_{i}, 1 \leq i \leq m$ ? (such $H$ is a hitting set of $\left.\mathcal{S}\right)$.

Each base class $\mathcal{C}$ gives rise to the following parameterized problem.
STRONG $\mathcal{C}$-BACKDOOR SET
Instance: A CNF formula $F$ and a non-negative integer $k$.
Parameter: $k$.
Question: Is $s b_{\mathcal{C}}(F) \leq k ?$
The problems weak $\mathcal{C}$-BACKDOOR SET and DELETION $\mathcal{C}$-BACKDOOR SET are defined analogously.

## 3 Maximum Deficiency versus Size of Backdoor Sets

Our first result shows that for satisfiable CNF formulas the size of a smallest weak $\mathcal{M}_{r}$-backdoor set is a strictly more general parameter than maximum deficiency.

Theorem 1. Let $r \geq 0$. For every satisfiable $C N F$ formula $F$ we have $w b_{\mathcal{M}_{r}}(F) \leq$ $w b_{\mathcal{M}_{0}}(F) \leq m d(F)$. There are satisfiable CNF formulas with constant $w b_{\mathcal{M}_{r}}$ and arbitrarily large md.

Proof. Since $\mathcal{M}_{0} \subseteq \mathcal{M}_{r}$, every weak $\mathcal{M}_{0}$-backdoor set is also a weak $\mathcal{M}_{r}$-backdoor set for each $r \geq 0$. Hence, for showing the theorem it suffices to consider the case $r=0$. Let $F$ be a satisfiable CNF formula with $m d(F)=k$. By a result of Fleischner et al. [8] regarding 'matching assignments' (see also Theorem 1 of [21]) it follows that there exists a set $B \subseteq \operatorname{var}(F)$ of size at most $k$ and an assignment $\tau: B \rightarrow\{0,1\}$ such that $F[\tau]$ is a matched formula. Thus $w b_{\mathcal{M}_{r}}(F) \leq k$.

For the second part of the theorem we chose an arbitrarily large integer $n>0$. We take variables $x, y_{1}, \ldots, y_{n}$ and consider the CNF formula $F$ consisting of the clauses

$$
\left\{x, y_{i}\right\},\left\{\bar{x}, y_{i}\right\}, \text { for } i=1, \ldots, n
$$

The maximum deficiency of $F$ is $|F|-|\operatorname{var}(F)|=2 n-(n+1)=n-1$, however $B=\{x\}$ is evidently a weak $\mathcal{M}_{0}$-backdoor set of $F$ since $F[x=1]$ is a matched formula.

Next we show that maximum deficiency and the size of a smallest strong/deletion backdoor set are incomparable parameters. Since all formulas in $\mathcal{M}_{0}$ are satisfiable, unsatisfiable formulas do not have a strong $\mathcal{M}_{0}$-backdoor set. Therefore, when considering strong $\mathcal{M}_{r}$-backdoor sets we assume $r>0$. Note that already $\mathcal{M}_{1}$ contains unsatisfiable formulas, for example $\{\emptyset\}$.

Theorem 2. Let $r>0$. There are CNF formulas with arbitrarily large $s b_{\mathcal{M}_{r}}$ that have constant md. On the other hand, there are CNF formulas with arbitrarily large md and constant $s b_{\mathcal{M}_{r}}$. The same holds true when considering $d b_{\mathcal{M}_{r}}$ instead of $s b_{\mathcal{M}_{r}}$.
Proof. Let $r>0$ be a fixed constant and choose an arbitrarily large integer $n>r$.
We take variables $x_{i}^{j}$ for $1 \leq i \leq n$ and $1 \leq j \leq r$. We consider the CNF formula $F$ consisting of the clauses

$$
\begin{array}{ll}
\left\{\neg x_{1}^{j}, \ldots, \neg x_{n}^{j}\right\} & \text { for } 1 \leq j \leq r \text { and } \\
\left\{x_{i}^{j}\right\} & \text { for } 1 \leq i \leq n, 1 \leq j \leq r
\end{array}
$$

It is easy to see that $m d(F)=r$, thus the maximum deficiency of $F$ is constant and independent of the choice of $n$. Let $B \subseteq \operatorname{var}(F)$ be an arbitrarily chosen set of variables with $0<|B|<n$. Let $\tau_{1}: B \rightarrow\{1\}$ be the all-1-assignment on $B$. Now $F\left[\tau_{1}\right]$ consists of exactly $r$ clauses of the form $\left\{\neg x_{1}^{j}, \ldots, \neg x_{n}^{j}\right\} \backslash\{\neg x: x \in B\}, n r-|B|$ clauses of the form $\left\{x_{i}^{j}\right\}$ for $x_{i}^{j} \notin B$, and the empty clause $\emptyset$. Thus, $\operatorname{md}\left(F\left[\tau_{1}\right]\right) \geq d\left(F\left[\tau_{1}\right]\right)=(r+n r-|B|+1)-(n r-|B|)=$ $r+1$, and so $F\left[\tau_{1}\right] \notin \mathcal{M}_{r}$. Consequently, $s b_{\mathcal{M}_{r}}(F) \geq n$. Since $\mathcal{M}_{r}$ is clause-induced, $d b_{\mathcal{M}_{r}}(F) \geq s b_{\mathcal{M}_{r}}(F)$, thus $d b_{\mathcal{M}_{r}}(F) \geq n$ holds as well.

Conversely, the CNF formulas considered in the second part of the proof of Theorem 1 have arbitrarily large $m d$ but constant $s b_{\mathcal{M}_{r}}$ and constant $d b_{\mathcal{M}_{r}}(B=\{x\}$ is both a strong and a deletion $\mathcal{M}_{0}$-backdoor set).

## 4 Finding Small Backdoor Sets

If $r$ and $k$ are fixed constants, then we can detect strong/weak/deletion $\mathcal{M}_{r}$-backdoor sets of size at most $k$ in polynomial time, since we can search through all sets of variables of size at most $k$ (there are $O\left(n^{k}\right)$ possibilities if the total number of variables is $n$ ) and check the respective conditions. Next we show that we cannot improve significantly upon exhaustive search, subject to the complexity theoretic assumption FPT $\neq \mathrm{W}[2]$.

Theorem 3. Let $r$ be a fixed non-negative integer. The problems WEAK, STRONG, and DELETION $\mathcal{M}_{r}$-BACKDOOR SET are $\mathrm{W}[2]$-hard.

Proof. In this proof we will allow the case $k=0$ for deletion and strong $\mathcal{M}_{r}$-backdoor sets so that we can treat all three types of backdoor sets uniformly. We give a parameterized reduction from the $\mathrm{W}[2]$-complete problem Hitting set (see Section 2.2). Let $(\mathcal{S}, k)$ be an instance of this problem with $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ and $S_{i}=\left\{v_{i}^{1}, \ldots, v_{i}^{q_{i}}\right\}$. Let $1 \leq q_{i}=\left|S_{i}\right|$ for $1 \leq i \leq m$ and $V=\bigcup_{i=1}^{m} S_{i}$. Since $r$ is constant we may assume that $n=|V|>r$.

We are going to construct a CNF formula $F$ such that $\mathcal{S}$ has a hitting set of size at most $k$ if and only if $F$ has strong/weak/deletion $\mathcal{M}_{r}$-backdoor set of size at most $k$. Our general strategy is to construct for each set $S_{i}$ a CNF formula $F_{i}^{\prime}$ with $m d\left(F_{i}^{\prime}\right)=r+1$,
$S_{i} \subseteq \operatorname{var}\left(F_{i}^{\prime}\right)$, and to consider the union $F$ of all the formulas $F_{i}^{\prime}$. Every $\mathcal{M}_{r}$-backdoor set of $F$ must involve a variable of $F_{i}^{\prime}$ since $m d\left(F_{i}^{\prime}\right)=r+1$. On the other hand, $F_{i}^{\prime}$ will be constructed in such a way that deleting any variable of $S_{i} \subseteq \operatorname{var}\left(F_{i}^{\prime}\right)$ reduces the maximum deficiency of $F_{i}^{\prime}$ to 0 .

For our construction we use three types of variables: 'lump variables', 'hitting variables,' and 'matching variables.' The hitting variables are the elements of $V$, for the other two types we introduce new variables. For each $i \in\{1, \ldots, m\}$ we proceed as follows. Let $s$ denote the smallest integer such that $2^{s} \geq 2(n+1)$. We take new lump variables $y_{i}^{1}, \ldots, y_{i}^{s}$ and form a set $F_{i}$ of $2(n+1)$ different clauses over these variables. For $j=0, \ldots, q_{i}$ we define inductively CNF formulas $F_{i}^{j}$ as follows:

$$
\begin{aligned}
& F_{i}^{0}:=F_{i}, \text { and } \\
& F_{i}^{j}:=\left\{C \cup\left\{v_{i}^{j}\right\}: C \in F_{i}^{j-1}\right\} \cup\left\{C \cup\left\{\neg v_{i}^{1}, \ldots, \neg v_{i}^{j}\right\}: C \in F_{i}\right\} \text { for } j>0 .
\end{aligned}
$$

Clearly $m d\left(F_{i}^{q_{i}}\right) \geq d\left(F_{i}^{q_{i}}\right)>r$. We take a set $M_{i}=\left\{z_{i}^{1}, \ldots, z_{i}^{d_{i}}\right\}$ of $d_{i}=m d\left(F_{i}^{q_{i}}\right)-r-1$ new matching variables and put

$$
F_{i}^{\prime}=\left\{C \cup M_{i}: C \in F_{i}^{q_{i}}\right\} .
$$

Each variable of $F_{i}^{\prime}$ occurs in each clause of $F_{i}^{\prime}$. Hence it is easy to see that the maximum deficiency of $F_{i}^{\prime}$ is exactly $r+1$.

Finally, we obtain the CNF formula $F=\bigcup_{i=1}^{m} F_{i}^{\prime}$. Observe that for $i \neq j, F_{i}$ and $F_{j}$ do possibly share hitting variables, but do not share any lump variables or matching variables. Clearly $F$ can be constructed from $\mathcal{S}$ in polynomial time.

We show that the following statements are equivalent:

1. $\mathcal{S}$ has a hitting set of size at most $k$.
2. $F$ has a weak $\mathcal{M}_{r}$-backdoor set of size at most $k$.
3. $F$ has a strong $\mathcal{M}_{r}$-backdoor set of size at most $k$.
4. $F$ has a deletion $\mathcal{M}_{r}$-backdoor set of size at most $k$.

Suppose that $H \subseteq V$ is a hitting set of $\mathcal{S}$. We claim that $H$ is a deletion, strong, and weak $\mathcal{M}_{r}$-backdoor set of $F$. Actually, it suffices to show that $H$ is deletion $\mathcal{M}_{r}$-backdoor set: since $\mathcal{M}_{r}$ is clause-induced, every deletion backdoor set is also a strong one, and since $F$ is satisfiable (say, by setting all matching variables true) every strong backdoor set is also a weak one. For $i=1, \ldots, m$ let $h_{i}=\left|\operatorname{var}\left(F_{i}^{\prime}\right) \cap H\right|$. Clearly $\left|F_{i}^{\prime}-H\right|=\left|F_{i}^{\prime}\right|-2(n+1) h_{i}$ and $\left|\operatorname{var}\left(F_{i}^{\prime}-H\right)\right|=\left|\operatorname{var}\left(F_{i}^{\prime}\right)\right|-h_{i}$. From $h_{i} \geq 1, n>r$, and $d\left(F_{i}^{\prime}\right)=r+1$, it follows that $F_{i}^{\prime}-H$ has at least $n$ more variables than clauses. Since every variable of $F_{i}^{\prime}-H$ occurs in every clause of $F_{i}^{\prime}-H$, it follows that $F_{i}^{\prime}-H$ is a matched formula. In particular, since at most $n$ of the variables of $F_{i}^{\prime}-H$ are hitting variables, we can find for each clause of $F_{i}^{\prime}-H$ a private variable that is either a lump or a matching variable. For any pair $1 \leq i \neq j \leq m$ the parts $F_{i}^{\prime}$ and $F_{j}^{\prime}$ do not share any lump or matching variables. Hence we can combine matchings of the parts $F_{i}^{\prime}-H, 1 \leq i \leq m$, to a matching of the entire formula $F-H$, thus $F-H$ is indeed a matched formula. We conclude that $F-H \in \mathcal{M}_{0} \subseteq \mathcal{M}_{r}$, and so $H$ is a
deletion $\mathcal{M}_{r}$-backdoor set of $F$. Thus we have shown that statement 1 implies statements 2,3 , and 4 .

Now let $B$ be a set of variables of $F$ and let $\tau: B \rightarrow\{0,1\}$ be a truth assignment. Let $F^{*} \in\{F[\tau], F-B\}$, and assume that $F^{*} \in \mathcal{M}_{r}$. We show that $\operatorname{var}\left(F_{i}^{\prime}\right) \cap B \neq \emptyset$ holds for all $1 \leq i \leq m$. Suppose to the contrary that there is some $1 \leq i \leq m$ such that no variable of $F_{i}^{\prime}$ belongs to $B$. Consequently, $F_{i}^{\prime}$ must be a subset of $F^{*}$. Now $m d\left(F^{*}\right) \geq m d\left(F_{i}^{\prime}\right)=r+1$ follows, a contradiction to the assumption $F^{*} \in \mathcal{M}_{r}$. Hence for each $i \in\{1, \ldots, m\}$ we can pick a variable $x_{i} \in \operatorname{var}\left(F_{i}^{\prime}\right) \cap B$, possibly $x_{i}=x_{j}$ for $i \neq j$. We define a set $H=\left\{y_{1}, \ldots, y_{n}\right\}$ of hitting variables as follows. If $x_{i}$ is a hitting variable, then we put $y_{i}=x_{i}$; otherwise we pick $y_{i} \in S_{i}$ arbitrarily. It follows now that $H$ is a hitting set of $\mathcal{S}$, and $|H| \leq|B| \leq k$ by construction. Hence each of the statements 2,3 , and 4 implies statement 1. This concludes the proof of Theorem 3.

The reduction in the proof above is actually a polynomial-time many-to-one reduction and does not use the full power of parameterized reductions where it is only required that the reduction is fixed-parameter tractable. Since the non-parameterized version of HITTING SET (where $k$ is part of the input but is not considered as a parameter) is NP-complete [11], it follows that the non-parameterized versions of the problems mentioned in Theorem 3 are NP-hard (again, considering $k$ as part of the input but not as a parameter).

## 5 Empty Clause Detection

Recall from Section 1.2 that $\mathcal{E}$ denotes the class of all CNF formulas that contain the empty clause, and $\mathcal{C}{ }^{\{ \}}=\mathcal{C} \cup \mathcal{E}$ for a base class $\mathcal{C}$. The hardness result we are going to show next holds for all clause-induced base classes $\mathcal{C}$ that are nontrivial in the sense that at least one satisfiable CNF formula does not belong to $\mathcal{C}$. Note that the base classes $\mathcal{M}_{r}$, Horn, and 2 CNF are clause-induced and nontrivial.
The following lemma will be useful below.
Lemma 4. Let $F$ be a CNF formula and $X \subseteq \operatorname{var}(F)$. Then $X$ is a strong $\mathcal{E}$-backdoor set of $F$ if and only if there exists an unsatisfiable subset $F^{\prime} \subseteq F$ with $\operatorname{var}\left(F^{\prime}\right)=X$.

Proof. Let $X$ be a strong $\mathcal{E}$-backdoor set of $F$. By definition $\emptyset \in F[\tau]$ holds for all $\tau: X \rightarrow$ $\{0,1\}$, hence $F^{\prime}=\{C \in F: \operatorname{var}(C) \subseteq X\}$ is an unsatisfiable subset of $F$. Conversely, assume $F^{\prime} \subseteq F$ is unsatisfiable. Then $X=\operatorname{var}\left(F^{\prime}\right)$ is a strong $\mathcal{E}$-backdoor set of $F$.

Theorem 5. For every nontrivial clause-induced base class $\mathcal{C}$ the problem strong $\mathcal{C}^{\{ \}}$-BACKDOOR SET is $\mathrm{W}[1]$-hard.

Proof. We use a reduction due to Fellows, Szeider, and Wrightson [7] who show that, given a graph $G$ and a positive integer $k$, one can construct in polynomial time a CNF formula $F(G, k)$ such that for $k^{\prime}=\binom{k}{2}+2 k$ the following two statements are equivalent.
(1) $G$ contains a clique of size $k$.
(2) There is an unsatisfiable subset $F^{\prime} \subseteq F(G, k)$ with $\left|\operatorname{var}\left(F^{\prime}\right)\right| \leq k^{\prime}$.

Recall from Section 2.2 that deciding (1) is W[1]-hard (for parameter $k$ ); hence deciding (2) is W[1]-hard as well (for parameter $k^{\prime}$ ). Since $\mathcal{C}$ is nontrivial, there exists a satisfiable CNF formula $F \notin \mathcal{C}$. We take several copies $F_{1}, \ldots, F_{k^{\prime}+1}$ of $F$ such that all the formulas $F(G, k), F_{1}, \ldots, F_{k^{\prime}+1}$ are mutually variable-disjoint, and we put $F^{*}(G, k)=F(G, k) \cup$ $\bigcup_{i=1}^{k^{\prime}+1} F_{i}$. We show that the following statement is equivalent to statement (2).
(3) $F^{*}(G, k)$ has a strong $\mathcal{C}^{\{ \}}$-backdoor set of size at most $k^{\prime}$.

First we show that statement (2) implies statement (3). Assume there is an unsatisfiable subset $F^{\prime} \subseteq F(G, k)$ with $\left|\operatorname{var}\left(F^{\prime}\right)\right| \leq k^{\prime}$. It follows by Lemma 4 that $X=\operatorname{var}\left(F^{\prime}\right)$ is a strong $\mathcal{E}$-backdoor set of $F(G, k)$. Clearly $X$ is then a strong $\mathcal{E}$-backdoor set of $F^{*}(G, k)$ and a strong $\mathcal{C}^{\{ \}}$-backdoor set of $F^{*}(G, k)$.

Next we show that statement (3) implies statement (2). Assume there exists a set $X \subseteq \operatorname{var}\left(F^{*}(G, k)\right)$ with $|X| \leq k^{\prime}$ that is a strong $\mathcal{C}^{\{ \}}$-backdoor set of $F^{*}(G, k)$. Using the pigeonhole principle we conclude that there is some $i \in\left\{1, \ldots, k^{\prime}+1\right\}$ such that $X \cap$ $\operatorname{var}\left(F_{i}\right)=\emptyset$. Since $F_{i} \notin \mathcal{C}$ and since $\mathcal{C}$ is clause-induced, it follows that for every assignment $\tau: X \rightarrow\{0,1\}$, the formula $F^{*}(G, k)[\tau]$ does not belong to $\mathcal{C}$. Thus $\emptyset \in F^{*}(G, k)[\tau]$ for every $\tau: X \rightarrow\{0,1\}$. Hence $X$ is a strong $\mathcal{E}$-backdoor set of $F^{*}(G, k)$. Next we show that $X^{\prime}=X \cap \operatorname{var}(F(k, G))$ is a strong $\mathcal{E}$-backdoor set of $F(G, k)$. Let $\tau^{*}$ be a satisfying assignment of $\bigcup_{i=1}^{k^{\prime}+1} F_{i}$ (such an assignment exists since all the formulas $F_{i}$ are satisfiable and mutually variable-disjoint). Consider any assignment $\tau^{\prime}: X^{\prime} \rightarrow\{0,1\}$. Let $\tau: X \rightarrow\{0,1\}$ be the assignment defined by $\tau(x)=\tau^{\prime}(x)$ for $x \in X^{\prime}$ and $\tau(x)=\tau^{*}(x)$ for $x \in X \backslash X^{\prime}$. Since $X$ is a strong $\mathcal{E}$-backdoor set of $F^{*}(G, k), \emptyset \in F^{*}(G, k)[\tau]$ follows. However, since $\tau$ does not falsify any clause in $\bigcup_{i=1}^{k^{\prime}+1} F_{i}, \emptyset \in F(G, k)[\tau]=F(G, k)\left[\tau^{\prime}\right]$. Hence $X^{\prime}$ is a strong $\mathcal{E}$-backdoor set of $F(G, k)$. Consequently statement (2) follows by Lemma 4.

Corollary 6. The problems strong $\mathcal{M}_{r}^{\{ \}}$-backdoor set $(r>0)$, strong Horn ${ }^{\{ \}}{ }_{-}$ BACKDOOR SET, and STRONG $2 \mathrm{CNF}^{\{ \}}$-BACKDOor SET are $\mathrm{W}[1]$-hard.

## 6 Conclusion

We have considered classes of CNF formulas that properly include the class of matched CNF formulas: CNF formulas with small maximum deficiency and formulas with small $\mathcal{M}_{r}$-backdoor sets. The results of Section 3 indicate that the second class is more general than the first one when weak backdoor sets are considered, and that the classes are incomparable if strong or deletion backdoor sets are considered. In particular there are classes of formulas with large maximum deficiency and small $\mathcal{M}_{r}$-backdoor sets. This finding is put into perspective by our hardness results of Section 4 which indicate that it is unlikely that one can find small $\mathcal{M}_{r}$-backdoor sets efficiently in general. Thus, it is difficult to utilize the power of $\mathcal{M}_{r}$-backdoor sets algorithmically. We have also shown that the detection of small strong backdoor sets with respect to $\mathcal{M}_{r}^{\{ \}}$(that is, $\mathcal{M}_{r}$ with added empty clause detection) is fixed-parameter intractable (Section 5). This intractability result is of independent interest as it holds for a wide range of base classes that includes Horn ${ }^{\{ \}}$and $2 \mathrm{CNF}^{\{ \}}$. We have focused on a worst-case analysis; it remains open whether SAT solvers would obtain additional power in practice if the existence of backdoor sets with respect to the considered base classes is checked heuristically during the search.
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