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Abstract. Smart city concepts have gained increased traction over the years. The advances in technology such as the Internet
of things (IoT) networks and their large-scale implementation has facilitated data collection, which is used to obtain valuable
insights towards managing, improving, and planning for services. One key component in this process is the understanding of
human mobility behaviour. Traditional data collection methods such as surveys and GPS data have been extensively used to
study human mobility. However, a key concern with such data is the protection of user privacy. This study aims to overcome
those concerns using Wi-Fi access point logs and demonstrate their utility by creating building occupancy prediction models
using advanced machine learning techniques. The floor level occupancy counts and auxiliary variable for a campus building are
extracted from the Wi-Fi logs. They are used to develop specifications of Long-Short Term Memory network (LSTM), Auxiliary
LSTM (Aux-LSTM), Autoregressive Integrated Moving Average (ARIMA), and Multi-layer Perceptron (MLP) models. The
LSTM performed better than the other models and can efficiently capture peak values. Aux-LSTM was shown to increase the
reliability in prediction and applicability in the context of facilities management. Results show the effectiveness of the Wi-Fi
dataset in capturing trends, providing supplementary information, and highlight the ability of LSTM to adequately model time-
series data.

Keywords: Auxiliary Long-Short Term Memory network (Aux-LSTM), Autoregressive Integrated Moving Average (ARIMA),
occupancy prediction, Wi-Fi data, Multi-layer Perceptron (MLP)

1. Introduction

A smart city is based on human-to-human, human-to-environment, and environment-to-environment interactions.
The term environment encompasses the systems, sensors, infrastructure, and services in a smart city. Internet of
Things (IoT) is at core of a smart city and is expected to grow as these interactions contribute more information.
This information provides valuable insights of the past and present. By applying novel prediction methods on this
information we can generate estimates of the future as well. In this way, effective planning can be achieved for smart
cities by using big data from IoT. The prediction models are useful in demand modelling that can be used in plannig
and resource allocation of smart city infrastructure [3].

Travel in a city occurs due to the need of an individual to perform an activity. These activities are spatially
separated, resulting in mobility to have a spatial and a temporal component. Mobility can be achieved through
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various modes, and it is generally associated with vehicles. However, walking is a key mode of travel in smart cities.
Understanding how people travel within facilities and campuses is a crucial contributor to resource management,
facility management, and towards new initiatives such as smart cities. Ultimately, the goal is to provide optimal
serviceability to humans at building, campus, and neighbourhood levels, and understanding human mobility is an
integral part of providing improved mobility services.

For a smart city to be functional it requires infrastructure such as buildings, energy, and transport. There has been a
significant increase in the quantity and quality of mobility data over the past few years. The advances in Information
and Communication Technologies (ICT) have enabled the collection of detailed information for monitoring and
improving urban infrastructure. For so much information to be used effectively, the data collection system needs to
be consolidated and applications of data sources need to be researched exhaustively.

With the advancements over time, the scale of infrastructure has also increased drastically and along with it the
energy demand. Buildings were responsible for one-third of the primary global energy consumption in 2010 and
predicted to rise globally until 2050 [22]. One aspect of building design, by extension smart cities, is to reduce the
negative impacts of increased energy consumption such as Greenhouse gas (GHG) emissions and to improve their
efficiency for cost effectiveness. Building systems such as HVAC and Lighting Control have significant contribution
towards the energy consumption in a building [15,30].

The high energy use of HVAC systems is attributed to faults in the system, under-conditioning and over-
conditioning, and conditioning in unoccupied areas [10,15]. These issues arise because most HVAC systems op-
erate on fixed schedules and the occupancy of spaces in a building is dynamic which leads to a lack of context aware
information [10]. If the occupancy can be predicted at a granular level, HVAC systems can be operated effectively
and also introduce pre-conditioning of spaces. It is also important that the correct type of occupancy information is
predicted. Studies have demonstrated that using the number of occupants (over other occupancy information such
as occupant presence) can show energy savings up to 38% [10].

Various strategies have been adopted throughout the past to study occupancy. Global Positioning System
(GPS) [18], sociodemographic surveys [26], and Multi-sensor methods [5] are widely used. However, these can
cause privacy issues, and people may not feel comfortable sharing their personal information. Collecting such infor-
mation can also be costly, time-consuming, and subject to sampling bias [11,12,17]. An emerging area of research
is the use of ubiquitous networks for mobility studies. Many studies focus on using information such as access point
logs from Wi-Fi or cellular network to understand occupancy and travel patterns [10]. By only using Wi-Fi data
that contains a timestamp, a user device identifier in the form of a Media Access Control (MAC) address (that can
also be randomized), and an Access Point (AP) identifier, we can overcome the privacy concerns mentioned earlier
because no sociodemographic information about the participants is used.

1.1. Contributions

The methodology proposed in this article utilizes Wi-Fi logs to extract floor-level occupancy counts for cam-
pus facilities. We draw comparisons between the aggregation level of the time scale (i.e., hours and minutes) to
understand the extent of using Wi-Fi data independently and its flexibility. We then develop our models using the
conventional Autoregressive Integrated Moving Average (ARIMA) as a base case, Multi-layer perceptron (MLP),
and Long Short-Term Memory (LSTM) to evaluate and compare their predictive capacity for this time-series oc-
cupancy prediction problem. Furthermore, we use the floor-level occupancy counts to derive an auxiliary variable.
This auxiliary variable and the best LSTM model is used to create two LSTM architectures for occupancy predic-
tion which can serve as control variables for decision makers and facility managers, improve occupancy prediction
models, and prove the robustness of existing models. While Deep Neural Networks (DNN) and Wi-Fi data have
been used in various mobility applications, to the best of our knowledge, there are no previous studies that have
developed floor-level occupancy prediction models using time-series LSTM with auxilary variables for facilities
like buildings, campus, or neighbourhood.

The remaining paper is structured as follows: a literature review of traditional data collection methods and the
current applications of Wi-Fi logs data followed by a description of the study area and the dataset. We then discuss
the methodology, which consists of data pre-processing and an overview of the implemented models. The following
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section includes a discussion of the results and key findings. The final section outlines the conclusions, limitations,
and future work.

2. Literature review

Many studies explore the utility of using occupancy information to address high energy consumption. There are
many types of occupancy information and there are various ways of collecting that information. Occupancy infor-
mation includes occupant presence, occupant number (or counts), and occupant positioning. Occupancy presence is
binary and only tells us if a space is being used or not. Occupancy counts provides us more contextual information
by telling us how many people are in a zone. This is useful in determining how the space is being used relative to its
capacity. Occupant positioning details the location of people in a space. This is useful in large zones where systems
such as light control and HVAC can operate locally within the zone [10].

Occupancy information has popularly been used in HVAC applications. Kim et al. [13] evaluate the performance
of a building energy model against conventional practices using occupancy information. They use data from multiple
sensors to train Decision Tree (DT), Support Vector Machines (SVM), and Artificial Neural Network (ANN) for
occupancy estimation. A building energy model simulation was created using the occupancy estimation. When
compared against the reference schedule case, the estimated occupancy helped improve the energy consumption
performance by 17-33%. This demonstrates that occupancy information is an important asset for building systems.

Occupancy information has also been used with Wi-Fi data to improve light control systems. Zou et al. [30]
highlight the need for addressing high energy consumption from light systems. They outline that the widely imple-
mented Passive Infrared (PIR) systems used in occupancy detection for light control systems have coarse accuracy
and can also fail to detect stationary occupants. They used Wi-Fi data to estimate the location of the occupants
which is used by their light control algorithm to appropriately adjust the light levels. They report that their method
achieves 93.09% energy savings against static light schedules and 80.27% energy saving against PIR systems. This
demonstrates the utility of using Wi-Fi data for light control applications.

2.1. Data sensing technologies

The traditional methods of addressing mobility studies involved interviews, questionnaires, and telephone inter-
views. These methods have shown to introduce discrepancy between actual measures (such as travel time) and the
reported information. Traditional data collection methods also require significant involvement of both the researcher
and experiment participants, making them expensive in terms of time and cost [18].

A more advanced and vastly popular data collection method for mobility studies is the Global Positioning System
(GPS). The paper [29] uses GPS data to infer the mode of transportation by employing supervised learning methods.
The key issues associated with using standalone GPS receivers include high battery drain, inability for passive data
collection, and inaccuracy in spotting a user’s location [11]. To remedy this, various alternative methods have been
suggested. Using data from GPS devices in vehicles, Patterson and Fitzsimmons [16] developed a GPS-based travel
survey app called DataMobile to obtain travel behaviour information. The app aimed to reduce the limitations
mentioned above of GPS. Methodological improvements have also been explored in the literature. Rezaie et al. [18]
state that large and fully labelled data can be costly and may not be publicly available. Hence, they explore a semi-
supervised approach using smartphone GPS data for mode detection, taking advantage of apps that allow passive
data collection. However, for the use case of building occupant mobility studies, GPS is not the most effective. This
is because GPS devices experience low signal strength inside buildings and in areas with tall buildings, which results
in low positional accuracy [20].

As an alternative to GPS data, Wi-Fi data has been gaining increasing traction and is used in various problems
such as trajectory prediction, mode detection, activity pattern recognition, and next location choice. Kalatian and
Farooq [11] used strategically placed Wi-Fi sensors to develop tree-based models to classify and detect mobility
mode. They obtained valuable classification features such as travel speed, number of connections, and changes
in signal speeds. It was found that this is a very cost-effective approach that represented a realistic environment
over a large area. Wi-Fi data is also not dependant on participant involvement and does not rely on intermediatory
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measurement hardware or tracking devices. Additionally, it is a continuous and passive method of data collection
with a very low cost. The granularity of Wi-Fi data and its representativeness to the true population is another major
benifit. Hochreiter and Schmidhuber [23] outlined that data collection methods such as closed-circuit—television
(CCTV) provide information only at a location, not between locations. They also mention that methods such as
GPS can be limiting in terms of the representativeness to the true population due to imbalanced data. The Wi-Fi
dataset can be obtained through the service provider for various locations and has been proven to represent the
population movement adequately [23]. These advantages make Wi-Fi logs a viable source of data, especially for
indoor applications like occupant mobility studies.

2.2. Models

Popular mobility prediction techniques include Markov chain, Hidden Markov model (HMM), Artificial Neu-
ral Networks (ANN), data mining approaches [27], and Auto-regressive Integrated Moving Average (ARIMA).
ARIMA models are commonly used for time series prediction because of their ability to describe autocorrelations
in the data [9]. Li et al. [14] used ARIMA models to predict the number of passengers at hot-spot pick-up locations
using taxi GPS traces. One drawback to using ARIMA models is that they tend to focus on mean values of historical
information, which makes it difficult to model rapidly changing patterns [8]. Seasonal differencing can also be ap-
plied to ARIMA models, but it can become difficult for linear models to capture complicated patterns in recognition
applications such as time series forecasting [7]. To that end, the flexibility in the functional form offered by ANN’s
or more advanced ANN’s called Deep Neural Network (DNN) allows them to be used for estimating any degree of
complexity [7].

LSTM has been widely used in modelling sequential data due to its ability to capture long-term dependencies,
particularly for time series data. Alfaseeh et al. [2] explored using a link-level Greenhouse Gas (GHG) emission
rate model using an LSTM network. They found that it outperformed the ARIMA model, and it could scale up to
network level, whereas ARIMA required individual specifications for each link. Wang et al. [25] explored occupancy
prediction for office buildings using Wi-Fi data. They use Random Forest, Deep Neural Network, and LSTM models
and conclude that not only is Random Forest the best model of the three, it also outperforms other studies in
occupancy prediction. However, it is important to note that their study was focused on an office building with peak
values of 74 occupants and a mean value of 27. This is a relatively small scale in terms of case study that is working
at a rather large spatial scale. The study also only used the vanilla form of the LSTM, where no auxilary information
can be incorporated. The key limitation observed in their study is that although the best-case test RMSE is 3.95,
data visualization shows that peak values are poorly modelled.

The large-scale microscopic data obtained from Wi-Fi access point logs allow us to capture a significant portion
of the population. Furthermore, the advantages of Wi-Fi log datasets, specifically the lack of private information
used, motivate us to infer floor-level occupancy counts that not only have standalone importance but can also be
used in applications that build upon those counts.

3. Case study and data

The Wi-Fi log data is obtained from Toronto Metropolitan University in Toronto, Canada. It is collected for a
continuous 3-week period from January 13, 2019, to February 02, 2019, for the entire campus. Larger part of the
data was used to develop a mobility study which was used in the campus Master Plan [24]. The mobility study
verifies the representativity of WiFi data for the campus. The case study for this work used the Kerr-Hall East
(KHE) building. The data contain the month, date, time stamps, MAC address and the corresponding access point
(AP) to which the MAC address was connected. The raw data consisted of 1,188,906 entries for three floors and one
basement in the building. The data from the first floor of the KHE building was used to develop the models, where
classrooms were the main activities taking place, and it contained 443,882 Wi-Fi log entries.

It is important to address some of the limitations of this dataset. Since this data measure the devices that are
connected to the Wi-Fi network, we indirectly measure users in the building. This means that there is no direct
way to account for a single user using multiple devices, which leads to an overestimation of users. There is also
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an underestimation in occupancy counts caused by users who were present on the floor but were not connected
to the Wi-Fi network; hence, they were not captured in the dataset. Farooq et al. [5] developed a methodology to
convert Wi-Fi MAC addresses into individual counts using scaling factors developed by a data fusion process over
a network of different types of sensors, including infrared and video cameras. Same methodology can be applied to
our dataset, without any changes to the proposed methodology.

4. Methodology

Occupancy prediction can be broken down into three main steps: identification of counts, model specification, and
future prediction. The identification of counts consists of obtaining count data from the raw data. This is achieved
through the data pre-processing step. The model specification consists of selecting the best model from the proposed
methodology and fine-tuning it for best performance. Finally, the future prediction is related to using the best model
to make predictions on unobserved data and to evaluate its performance. We structure our indoor mobility study as
a univariate time series prediction problem where we infer floor-level occupancy using Wi-Fi access point data and
advanced supervised learning algorithms.

4.1. Data pre-processing

The available dataset does not explicitly provide the counts of devices, which are required for a time series
forecasting problem. Hence, the counts need to be extracted using a data pre-processing step. The workflow for
producing these counts is visualized in Fig. 1. First we obtain the meta-data by going through the raw data and
understanding how the building is being utilized. This helps us identify redundant fields such as the month and
more importantly helps us identify how the Access-Point field can be used to distinguish and filter the data by
individual floors. We then use the meta-data to only select relevant information. In addition to this any Virtual Local
Area Network (VLAN) entries were removed. This results in cleaned Data which contains Wi-Fi log entries with
the date, time-stamp, MAC address, and corresponding AP fields. The cleaned data is used to create a DataFrame
and each field is assigned its corresponding data type. Next, the MAC addresses were replaced by random integers

Cleaned
Data

i

Assign Unique Integer Values to MAC
addresses

|

Subset Data to Floor level
.

Aggregation by 1 hr
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Fig. 1. Data pre-processing workflow.
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Fig. 2. High Resolution (HR) data.

(referred to as ID) to maintain the anonymity of the devices, and the data was sorted by time. Following this, the
AP field was used to select entries for the first floor only. Finally, two key levels of aggregation over time intervals
were selected as one hour and fifteen minutes. An hour is a standard measure for many activities, especially on
campus. Over a large interval (such as an hour), the number of counts follows the assumption that all the users
recorded stayed on the floor for the entire hour. To relax this assumption, a smaller 15-minute aggregation interval
is proposed. We are also interested in capturing more microscopic level patterns, which is ensured by the 15-minute
interval. The data obtained from 15-minute intervals was also less noisy compared to 5- or 10-minute intervals. For
these reasons, the smaller aggregation interval of 15 minutes called High Resolution (HR) and a larger aggregation
interval of 1-hour called Low Resolution was selected.

In the aggregation stage, the dataset was duplicated into two, one for each determined time interval (LR and
HR). In each, the unique ID addresses were counted at their corresponding intervals. This results in the occupancy
count datasets of LR and HR where each consists of a single field of counts at their corresponding intervals of
aggregation. There are 2016 samples in the HR dataset and 504 samples in the LR dataset. Figure 2 displays the
counts plot observed over three weeks for the high-resolution dataset.

Each dataset is further split into training and testing datasets, where the train data were used to develop the
model and the test data used to evaluate the model. A data split of 67% and 33% was used for training and testing,
respectively. This choice was made to provide ample data to the models to learn underlying patterns and at the same
time perform testing on a full week to observe day-specific performance.

4.2. Autoregressive Integrated Moving Average (ARIMA)

ARIMA models are popular for time-series prediction problems and serve as the base case for comparison in our
work. The basic Autoregression and Moving Average (ARMA) model requires that the time series to be modelled
should be stationary. This means that there should be no trends or seasonality in the data. Therefore, ARMA models
cannot be used for non-stationary data. We can remove any trends by employing differencing between the series
until it results in stationary data, which exhibits behaviour similar to white-noise. This combination of autoregression
(AR) and Moving Average (MA) models, which include differencing, is known as ARIMA. Equation (1) shows how
the current value in the series is related to past differenced values of the series. Here, x; is the value of the series at
current time, o = u(l — ¢1 — --- — ¢,) where u is the mean of x;, ¢1, .., ¢, are constants, x;_1 is the value of
series at lag t — 1, (w,) is the white Gaussian noise at lag #, 01, .. ., 6, are parameters. Finally, the ARIMA model
is defined by the parameters (p, d, g) where p is the order of the autoregression (p), d is the order of differencing,
and ¢ is the order of moving average [9,21].

Xe=o+P1x—1+ -+ Ppxi—p+w + w1+ -+ Ogwi—g (H

The optimal ARIMA models are obtained for LR and HR datasets. The model parameters p and q were initialized
to the values obtained by interpreting the autocorrelation (ACF) plot and the partial autocorrelation (PACF) plots
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followed by iterative improvements [21]. Walk forward validation is also applied when testing the ARIMA models,
which means that we re-train the model whenever new data becomes available. This is appropriate for our time-
series problem because as we keep testing our model, we expect new information to become available, which we
can use to re-train the model for better predictive ability.

4.3. Multi-layer Perceptron (MLP)

MLP is a feedforward artificial neural network (ANN) with an input and an output layer. It can have any number
of intermediate (or hidden) layers as described by the researcher. Information is propagated through layers, and the
model learns by adjusting the weights of the neurons through backpropagation. The neurons are parts of the layers,
which form a linear combination of the weights W and inputs x with an added bias term b as shown in (2). The
output of the neurons is passed through an activation function ¢, and the result is propagated through the network.
The adjustable parameters of the MLP are the number of neurons, the number of layers, number of epochs, batch
size, and the activation function.

y:d)(WTxx—l—b) 2)

The performance of the MLP depends on how well the hyper-parameters are tuned for the given problem. We
also introduce a walk-forward validation in the MLP model. Additionally, the model is repeated ten times, and the
average RMSE is reported along with the standard deviation in RMSE. This is done to address the stochastic nature
of the algorithm, where different predictions are obtained each time the model is evaluated. Repeating and reporting
the standard deviation of the error in RMSE also serves as an evaluation metric because a good model will result in
small deviations for repeated trials. The mean squared error is used as the loss function with the Adam optimizer.

4.4. Long Short-Term Memory (LSTM)

This work is focused on developing an LSTM framework and evaluate it against the other baseline models. Since
occupancy prediction varies across time, we can expect correlations between various timesteps. Recurrent Neural
Networks (RNN) are a special ANN that addresses these time dependant correlations. However, one drawback of
RNN is that they encounter the exploding or vanishing gradient problem, which prevents them from capturing long-
term time dependencies. LSTM is a special form of RNN that uses memory cells and three gates to overcome the
problems in RNN [6,8]. Each memory cell makes the prediction O, at time ¢ using the inputs X,. The input gate
i; is responsible for deciding which information is useful and needs to be added to the memory. The forget gate f;
decides which information needs to be removed from the memory. Finally, the output gate o; decides the appropriate
information that needs to be relayed to the next hidden state at time ¢. This structure is succinctly outlined in equation
(3) where C ¢ is the current state of the cell, the W, U and b are weights and bias terms, respectively, and C; is the
state of a cell at time ¢. The S term is the hidden state at time ¢, o is the sigmoid function and o represents the
element-wise Hadamard product [6,28]. The LSTM was repeated ten times, and the average RMSE and R? were
reported.

ir =o(WOX, +UDS,_y + b))

fi=ao(WDX, +UDS_y +by)

0 =0(WOX, + US| +b,) 4
C; = tanh(WOX, + US,_; + bc)

Ci=fioCi1+i;0C

O; = 0; o tanh(Cy)

The performance of the LSTM also depends on how well the hyper-parameters are tuned for the given problem.
Therefore, various hyperparameters are tuned, which include the number of neurons, number of layers, and lookback
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period (which is how many previous time steps are used to make a prediction). The mean squared error is used as
the loss function with the Adam optimizer. Batch normalization between LSTM layers and Dropout layers serves as
regularizes in the model to avoid overfitting to the training set. The stated hyperparameters were iteratively adjusted
to improve the LSTM model performance.

LSTM models are implemented in this study are strategically developed. First a single layer LSTM is trained and
evaluated on the LR data. The aim is to observe if the simpler LR dataset patterns can be learned by the basic LSTM
cells. If this is true then the single layer LSTM is trained on the HR dataset. When it is found that the LSTM cannot
adequately learn the patterns, additional layers of LSTM are introduced and evaluated.

4.5. Auxiliary LSTM (Aux-LSTM)

The LSTM methodology described in the previous section considers various complexities in its architecture,
however, they are all univariate models. It is a form of sequential modelling where previous occupancy is used to
predict future occupancy. This structure allows us to judge the robustness of the LSTM in forecasting using limited
information, however, it doesn’t consider the applicability, especially in the context of facilities management and
optimization. When we consider the operations perspective of this case study, we have limited control variables.
To address this we focus on deriving additional information from the counts and couple it with the best LSTM
configuration. We refer to this additional information as Auxiliary variables.

One key variable that can be derived from the counts is the flow. Flow of occupancy can be defined as the rate
at which occupancy changes at a point. Flow variable can be very useful in the facilities management, as it can be
controlled by the manager of the building or campus. This can mathematically be viewed as the derivative of counts
(dC;) with respect to time (f;). We can represent the change in counts as the difference between the current count
(C(;y) and the previous count (C(;—1)), and the change of time (d?;) as the difference between current time (¢(;)) and
previous time (f;—1)). The change in time for our case study simplifies to the time interval (7') for the dataset as
show in (4).

aCi _Cip—Ci-1n _ Co —Ci-1 @
dt; tiy — Hi—1) T

We obtain the Auxiliary variable only for the HR dataset so that we can see its effects at the microscopic level.
After obtaining the auxiliary variable, we have to incorporate it into the LSTM. In this study we look at two ways
of doing this, which results in two distinct Auxiliary LSTM architectures. The first method is to use the auxiliary
variable as an input variable to the LSTM along with the Data Counts, this is called the ‘Observed Auxiliary Archi-
tecture’ or O-Aux-LSTM visualized in Fig. 3. By combining the two input features we end up with a multivariate
LSTM structure for this case only.

The second method is to only use Data Counts as input to the LSTM, then use the Output of the LSTM along
with the Auxiliary variables to train a DNN which predicts future occupancy. This is refereed to as ‘ Joint Auxiliary
Architecture’ or J-Aux-LSTM shown in Fig. 4. Both architectures provide a unique way of coupling Auxiliary
information with standard LSTM. This will provide insights to whether the auxiliary information is significant as
a primary input or as supplemental information. Finally, the Auxiliary variable highlights the importance of Wi-Fi
dataset as a rich and flexible source. The Aux-LSTM were repeated ten times, and the closest average RMSE and

R? were reported.
Data Counts
Transformation
Fig. 3. Observed auxiliary architecture.
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Fig. 4. Joint auxiliary architecture.
4.6. Limitations

The limitations of using Wi-Fi log data include overestimation of users due to multiple devices owned by a single
user and underestimation due to users not connected to the network. A design choice in our methodology is that the
selected study area has uniform activities taking place (i.e., classrooms); hence this model may not be accurate for
heterogeneous activity spaces (such as offices or cafeterias), which makes it less transferable. It is also important
to state that the stochastic nature of ANN models required hyper-parameter tuning, which was time-consuming
because of the many parameters that need to be optimized. One limitation to the models was that the available data
had unique patterns for peak hours, by using more data to train the same models we can expect higher accuracy in
results.

The underestimation and overestimation of Wi-Fi can be addressed by adjusting the Wi-Fi counts using a strate-
gically placed sensors and deploying methods used in studies [5]. To enable the transferability of LSTM, the study
area can be expanded to include other types of activity spaces. Then the dominant activity taking place in a space
can be inferred and used as a feature in the model. On the issue of feature engineering, the day of the week can also
be used as an input feature in future indoor mobility studies. With additional input features in aux-LSTM, SHAP
analysis can be used to understand the role and significance of each input. Since machine learning based models
are black-box models we cannot fully interpret them. The proposed methodology in this study to select models and
their parameters was through a logical approach as they are the variables we can control. Alternatively, this study
can be conducted in a way where optimization algorithms are used to tweak the model parameters. SHAP analysis
can then be used to help in interpretation of the model. Another dimension that can be explored is that the LSTM
can be modelled on the log-differenced data similar to ARIMA, which may improve model performance. With a
larger dataset, seasonal trends in the data can also be modelled.

4.7. Evaluation

The R? (5) and RMSE (6) statistics are reported to compare and choose the best model for various hyper-
parameters.

1 n
RMSE = | =% (v — )’ ®)
i=1
S i = 9)?
R=1_ &=Lt U 6
Yo (i — i)? ©

Due to the complexity of the modelling procedures, it can be difficult to summarize model performance using a
single statistic. We also provide fit plots that visualize how well the predicted counts reflect the true counts. We also
take into account the prediction of peak and low values. Modelling the peak values correctly is especially important
because under-predicting high occupancy can have more severe effects than under-predicting low occupancy. For
example, in a resource allocation scenario, under-predicting can mean many individuals will not be accommodated
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during peak hours if such a model was used in the decision-making process. We selected the optimal lookback
based on a balance between the highest performance and the lowest number of lookback periods possible so that
large sequences of past information are not required for predictions.

5. Analysis and results

For data preparation and feature extraction, Python language is used. The MLP and LSTM were also implemented
in Python using Keras library [4] and its implementation of TensorFlow [1]. ARIMA was implemented using the
statsmodels [19] module in Python.

5.1. ARIMA

The nature of the data is time-series, and the observations depend on the time they are observed. This means that
the time series is non-stationary and needs to be addressed before modelling. The Augmented Dickey-Fuller (ADF)
test is a unit root test used to test the null hypothesis that the time series is non-stationary [21]. For both datasets
(LR and HR), the null hypothesis was accepted for a significance level of 0.05, concluding that both datasets are
non-stationary. The scalloped shape of the ACF plot for original HR data indicates that there are trends in the data
[9] as shown in Fig. 5.

A log transformation was applied to the datasets to convert the time series into a stationary time series and
remove the trend, followed by differencing. Single differencing was found to be the optimal level in both datasets.
Performing the ADF test on each of the transformed series concluded that the resulting series are stationary. Hence
the degree of differencing d in the ARIMA model was set to 1. The PACF and ACF plot in Fig. 5 for both LR and HR
data were used to obtain initial values for ARIMA followed by iterative improvements. The optimal configuration
of ARIMA(p, d, q) for LR and HR datasets was (1,1,0) and (3,1,3), respectively.

The fit plot for both datasets is shown in Fig. 6. The ARIMA model slightly overpredicted the LR data for smaller
counts with an RMSE of 138.77 and heavily underpredicted the HR data with an RMSE of 62.01. In the density
plots of both ARIMA models, LR and HR, the residuals resembled a leptokurtic distribution with a non-zero mean
value which indicates there is bias in our model.

5.2. MLP

The MLP model configurations are defined as the number of inputs (nl), the number of hidden layer neurons
(n2), epoch (e), and batch-size (b). First, we outline the results with walk-forward validation. The best MLP model
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Fig. 5. ACF and PCF of original and transformed HR data.
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Fig. 7. (a) Left: LR MLP fit-plot. (b) Right: HR MLP fit-plot.

configuration on LR data was (5, 20, 30, 1) with an average RMSE of 97.86 and a standard deviation of 4.78. The
closest results to the mean statistics from the ten repeats in LR are shown in Fig. 7(a), and its corresponding R>
value is 0.93. The best configuration for the HR data was found to be (10, 20, 100, 10). Its average RMSE was
49.20 with a standard deviation of 1.02. The closest results to the mean statistics in HR are shown in Fig. 7(b) with
an R? value of 0.87. The observed density plot of residuals for LR and HR also showed a well-centred leptokurtic
distribution.

Now we outline the results of MLP without walk forward validation, repeated ten times. The LR data (10, 40, 21,
1) had an RMSE of 87.39 with a standard deviation of 8.70. The HR data (10, 50, 50, 100) had an RMSE of 49.30
with a standard deviation of 1.01. The MLP models with and without walk forward validation predicted peak values
slightly well, but the model without walk forward validation predicted lower values poorly, with significant negative
value predictions. For this reason, the models with walk forward validation were selected as the best models.

5.3. LSTM
The first LSTM, called LSTMI, is implemented on the LR dataset had a single layer with five lookback periods

and 20 neurons. It resulted in an RMSE of 105.95 and an R? of 0.92. By observing the bias-variance plot in
Fig. 8(b), we see that there is no convergence and there is no reduction in variance. The overestimation of low
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values and underestimation of peak values shown in Fig. 8(a) suggests that the LSTM1 is not able to learn enough
from the data.

The second model, LSTM?2, is implemented with two LSTM layers on LR data. We outline the optimal configu-
ration of LSTM as (nl, n2, e, b, 1), which translates to neurons in the first layer, neurons in the second layer, epochs,
batch size, lookback. After tuning the hyperparameters, LSTM2 was found to be better than LSTM1 at modelling
occupancy peaks with an R-square value of 0.94. The LR LSTM had the configuration (60, 50, 100, 20, 10). One
key observation while developing the model was that changing the neurons in the first LSTM layer impacted the
lower occupancy levels and the second layer of the LSTM impacted the peak occupancy counts. Figure 9(a) shows
the fit plot of LSTM?2. The bias-variance plot showed that train and test variance converges, which indicates that
there is no overfitting.

The model for HR data is developed in a similar manner and is labelled as LSTM3. Two LSTM layers with a
configuration of (40, 30, 650, 100, 10) including the regularizers, were the best hyperparameters for LSTM3. The
tight cluster of points for most counts around the y = x line in Fig. 9(b) also indicates that the model predictions
are homogeneous with the true counts. Although there is increasing variation for larger occupancy counts, we can
get an understanding of the scale of variation in peak values by comparing the average RMSE of 40.6 to the largest
observation of counts on the test set (a value of 721 peak occupants). The ratio is approximately 5.6%, which can
be considered an acceptable level of variance. A visualization of predicted values to the original data is provided in
Fig. 9(c), which visualizes how well LSTM3 captures peak occupancy.

5.4. Auxiliary LSTM (Aux-LSTM)

The best LSTM from the previous section was LSTM3 with hyperparamaters (40, 30, 650, 100, 10) and two
layers. This configuration was used for both Aux-LSTM with HR data counts. Both O-Aux-LSTM and J-Aux-
LSTM converged and there was no evidence of overfitting in their bias-variance plots. The average RMSE of O-
Aux-LSTM was 44.3 with an R? value of 0.89. The average RMSE of J-Aux-LSTM was 46.0 with an R? value of
0.88. Both Aux-LSTM under predicted the forecasts as shown in their fit-plots as shown in Fig. 10 by a line of best
fit lower than the y = x line. Both the Aux-LSTM have relatively similar performance with only a 3.7% difference
in their RMSE. The fit-plot also shows that both Aux-LSTM predicted lower occupancy more accurately than the
peak occupancy.

5.5. Comparative analysis

In all models, the RMSE observed was greater for the LR dataset. This can be due to the large fluctuation in peak
occupancy counts of HR, which skew the RMSE towards lower values. All models were able to capture the daily
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trends in the data. More specifically, all models were able to predict higher volumes on weekdays and increasing
occupancy till midday then declining afterwards.

The conical deviation observed for peak values in the HR ARIMA fit plot can be due to difficulty in modelling the
rapidly changing occupancy counts shown in Fig. 2. The MLP model had the same pattern in performance in both
datasets, where the lower values are predicted much better than the peak values. Overall, the MLP over-predicted
the occupancy. Compared to ARIMA, the MLP has a more uniform deviation of true versus predicted counts. This
highlights the significance of having a relaxed functional form in DNN models. The LR LSTM (LSTM3) fit-plot in
Fig. 9(a) performed the best in terms of RMSE, R?, true versus predicted fit, peak occupancy, and lower occupancy
on low-resolution data. The MLP had the second-best performance on low-resolution data showing that simpler
ANN can be used in more simplistic applications such as preliminary planning and simulation.

Each day in the HR dataset had a unique pattern for the peak values on weekdays, and a reason for the varying
peak value trends is the area of the study itself. Campus occupancy does not have a regular day to day pattern such as
that in offices because the peak values observed are a function of the number of classes taking place on any specified
day. This proved to be challenging for the models to capture. This can be overcome by using long term data to train
the models so that underlying patterns and seasonality in the data can be captured more effectively.

The best model on HR data was LSTM. As observed in Fig. 9, the LSTM mirrors the peak values well. The
largest deviation observed is on day 4 of week 2 (orange train data prediction); however, this deviation is justified
because that day exhibits a new pattern that was unobserved earlier. Hence the LSTM was not able to model it.
From this, we can conclude that if trained for enough weeks, the LSTM can be a powerful tool for occupancy
prediction in complex environments where collecting and accounting for details (such as class schedules) can be
challenging. The occupancy prediction capacity of LSTM on HR data also shows that it is possible to model large
volume of occupants, which has been a concern in studies [10]. As seen in Fig. 9 there are well over 600 occupants
at floor-level during peak hours and LSTM is reasonably able to predict the counts.

The box plots for RMSE of models are shown in Fig. 11. ARIMA does not show any variation because it is
not repeated. LSTM performed the best on high-resolution data with a 17% better average RMSE compared to
the second-best MLP model. An improvement from [25] is that our best LSTM model (LSTM2) performs well at
modelling peak values. Peak occupancy predictions are only 5.6% inaccurate which can be considered acceptable
at floor level.

Amongst the LSTM and Aux-LSTM models, LSTM performed slightly better in terms of RMSE. However,
the Aux-LSTM still performed significantly well compared to other models. The difference between LSTM HR
and O-Aux is 8%, and the difference between LSTM HR and J-Aux is 12%. These minor differences should not
be considered only at face value. It should be noted that the fit-plots for each LSTM indicate large difference
between true and predicted value for peak occupancy, which can skew the results. Furthermore, the frequency of
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Fig. 11. Box-plot of repeated RMSE.
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large occupancy values is much lower than small occupancy values. Thus the effect of the difference of RMSE
between the models is within acceptable bounds.

The availability of data also limits all models in their predictive capacity. This is more true for advanced models
such as LSTM and Aux-LSTM which learn patterns in the data. The full data consisted of three weeks where two
weeks were used in training and one week was used in testing. It should be noted that each week had a significantly
different pattern especially during peak hours. This can be identified as a reason for LSTM and Aux-LSTM models
to struggle in predicting peak occupancy.

By observing the Box-plot in Fig. 11, we observe that O-Aux has a higher variance than LSTM HR. This provides
us the insight that using auxiliary variable as an input is not contributing useful information to the LSTM. When
comparing LSTM HR to J-Aux we can see there is reduction in accuracy. However, the variance of RMSE is much
less in J-Aux. The smaller variance translates to a higher reliability in prediction which can be a suitable trade-off
in applications of facility management.

By introducing the auxiliary variable, we loose a very small amount of accuracy of the model. However, we gain
access to another control variable (i.e., flow) which is a parameter that can be used by decision makers and facility
managers to improve operations or simulation based digital twin.

Walk forward validation was shown to improve the MLP models. If data collection, data processing, and model
fitting can be automated, allowing for real-time operation, then using walk-forward validation can allow the use of
simpler models depending on the use-case.

6. Discussion and conclusions

Occupancy prediction can be used in many applications such as operational decision-making, facility manage-
ment, and can even be used as a feature space to develop other models. The use of ubiquitous networks has the
potential to be used due to their large-scale application and low cost. We propose a methodology for inferring occu-
pancy counts using Wi-Fi log data. The flexibility in processing the Wi-Fi data allows us to study various aggregation
levels that can be used to interpret the data for different use cases. The aggregation of data over time intervals shows
us that Wi-Fi data can accurately capture daily trends over time. By building sequences of time steps, the data
is formulated for a time series prediction problem. LSTM was found to be superior to other models in capturing
high-resolution data. We can also extract valuable information from Wi-Fi data such as flow which can be used as
auxiliary variables. We use Wi-Fi data to derive auxiliary variable and implement it in two architectures of LSTM. It
was found that using auxiliary variable and LSTM output, connected through a DNN, we can increase reliability of
results with negligible loss of accuracy, while making the model more useful for the facilities manager and decision
makers. For example, a more reliable model can be used in HVAC control. The accurate and high resolution models
can be used in simulation studies. By using high resolution models, it is also possible to reduce their predictions
to low level through aggregating the occupancy counts over the required time interval. This provides a temporal
resolution for planners, designers, and makes this methodology integratable with digital twins. Our methodology
provides a bottom-up approach to tackle occupancy prediction, where we model floor-level occupancy that can be
expanded to building and campus level occupancy. An alternative method is to use a top-down approach where
data of buildings with similar attributes can be aggregated and a generalized building level model can be created.
Similarly, floor level data with same attributes can be aggregated and a generalized floor level model can be created.
This can perhaps also overcome the limitation of requiring long term data as many different patterns can be learnt
from various buildings with similar attributes.
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