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Abstract. An e-learning system should recommend learners appropriate learning resources according to their actual needs
and cognitive status for improving their learning performance. To overcome the deficiencies of existing approaches (e.g.,
poor interpretability, limited efficiency and accuracy of recommendation), we propose a new recommendation approach to
learning resources via knowledge graphs and learning style clustering. In this approach, the knowledge graphs of an online
learning environment are constructed based on a generic ontology model, and the graph embedding algorithm and graph
matching process are applied to optimize the efficiency of graph computation for identifying similar learning resources.
By introducing learning style theory, learners are clustered based on their learning styles. Based on the clustering results,
the learners’ degrees of interest in similar learning resources are measured, and the recommendation results are obtained
according to the degrees of interest. Finally, the experiments demonstrate that the proposed approach significantly enhances
the computational efficiency and the quality of learning resource recommendation compared with the existing approaches in
large-scale graph data scenarios.

Keywords: Knowledge graphs, learning resource recommendation, learning style clustering, personalized learning

1. Introduction

1.1. Motivations

Recently, with the rapid development of e-learning,
the proliferation of online learning resources has led
to information overload and information disorienta-
tion problems, making it hard for learners to obtain
suitable learning resources more effectively and accu-
rately. Therefore, it has become a research hotspot to
help learners obtain appropriate learning resources to
improve their learning effects [1, 2].

∗Corresponding author. Xuxiang Zhang, College of Infor-
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Changsha, Hunan 410081, China. E-mail: xuxiang.zhang@
hunnu.edu.cn.

Existing research on learning resource recommen-
dation is often carried out by exploiting learners’
learning interests [1, 2]. However, the process of
learning is progressive, and the knowledge con-
cepts are orderly. Thus, when recommending learning
resources to learners, it is essential to consider
both their learning interests and the inner semantic
relationship between knowledge concepts. Besides,
during recommendation, it is also necessary to con-
sider the relationships between learners and between
knowledge concepts, respectively. The knowledge
graphs [3] could directly express the relationships
between various entities, model the semantic relation-
ships among the concepts and correlated knowledge,
and support visualized interactions. Now knowledge
graphs have been widely used in question-answering
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systems[4, 5] and recommender systems[6, 7]. How-
ever, learning resource recommendation is still under
exploration, especially in large-scale data scenarios.
There is an obvious computation efficiency prob-
lem in knowledge graph applications. Aiming at
this problem, the graph embedding algorithm [8]
maps the network structure of knowledge graphs to a
low-dimensional space, and transforms the graphic
computation into a numerical computation. Thus,
it could significantly improve the computation effi-
ciency of graphs [9].

Learners usually have different learning habits,
preferences and learning methods. An excellent
e-learning platform should provide an intelligent
learning environment according to learners’ learn-
ing styles. By introducing the learning style theory,
the learners’ learning styles could be recognized
effectively for creating learners clusters [10]. Based
on the clustering results, the appropriate learning
paths might be recommended to different learners
in terms of their learning styles, and the differences
and similarities between learners in different clusters
could be analyzed to simplify the recommendation
process of learning resources. Obviously, the learn-
ing style theory is helpful in improving both the
personalization and efficiency of learning resource
recommendations.

To solve the problems of information overload
and information disorientation, we propose a person-
alized learning resource recommendation approach
via knowledge graphs and learning style clustering
(denoted as PLRec-KL). In this approach, a generic
ontology model is designed to construct a knowledge
graph of the online learning environment. Then, an
embedded model of the graph is trained via the graph
embedding algorithm to improve the computation
efficiency. Based on the model, similar learners are
quickly identified via graph matching and the learn-
ing resources are also gained after filtering unrelated
entities and relationships in the subgraphs. By intro-
ducing learning style theory, learners are divided into
clusters based on their learning styles for calculat-
ing the learners’ degrees of interest in the matched
learning resources. Then, the learning resources rec-
ommendation results can be sorted in descending
order.

1.2. Contributions

The major contributions of this paper are as fol-
lows:

(1) Aiming at the low computational efficiency
problem of learning resource recommendation
in large-scale data scenarios, a graph embed-
ding algorithm is utilized to transform graphic
computation into numerical calculation. Based
on the embedded model, similar learners are
quickly identified via the graph matching pro-
cess for identifying similar learning resources.
The experiments on real-world datasets illus-
trate that our approach significantly improves
the computation efficiency of learning resource
recommendation.

(2) To realize personalized recommendation based
on learners’ learning habits, the learning style
theory is used to model the learners in this
paper. Learners are clustered based on their
learning styles. Based on the clustering results,
the learners’ degrees of interest in similar
learning resources are measured, and the sorted
recommendation results are obtained accord-
ing to the degrees of interest. The experiments
illustrate that the proposed approach signifi-
cantly improves the performance of learning
resource recommendation.

2. Related work

2.1. Traditional learning resource
recommendation

The traditional recommendation algorithms could
be divided into three categories [11]: 1) Content-
based recommendation. It calculates the similarity
between items by extracting the item features,
and recommends items to users according to their
preferences. 2) Collaborative filtering (CF)-based
recommendation. It recommends items to the user by
exploiting other users with similar tastes and finding
out their interested items. The traditional CF could
be divided into user-based CF and item-based CF.
On the basis of users’ historical rating records, the
user-based CF recommends items to users by calcu-
lating the similarity between them and other users,
and the item-based CF recommends new items sim-
ilar to their historical preferences according to the
similarity between items. 3) Hybrid recommenda-
tion. It recommends items by leveraging the strengths
of several different recommended methods.

Learning resources mainly consist of MOOC,
instructional videos, slides, exercises, experimental
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projects and auxiliary information. Kong et al. [1]
propose a user context-aware approach to MOOC
recommendations. It utilizes the Kendall Rank corre-
lation coefficient to improve the similarity calculation
of CF recommendation, and mines the learners’
personal characteristics from multiple data types.
Considering that existing research fails to deal with
the possible complexity of knowledge concepts and
the uncertainty of learners’ cognitive status, Ma et al.
[12] present an exercise recommendation approach
via a new fuzzy cognitive diagnosis method. This
approach utilizes Neutrosophic set theory to diag-
nose learners’ knowledge status comprehensively,
and suitable exercises are recommended to learn-
ers by combining the user-based CF method and the
probability matrix factorization method. By analyz-
ing the answer records of learners’ exercises, Lin
[13] proposes an exercise recommendation algorithm
based on hidden knowledge points and an exercise
recommendation method based on the decomposi-
tion of learner-exercise weight matrix. Since the CF
methods often suffer from a sparse rating matrix and
cold start, Wang et al. [14] come up with a rec-
ommendation approach to learning resources based
on an improved CF method. In this approach, the
learners’ learning behaviors are expressed with the
ratings about learning resources for alleviating the
sparse problem of rating matrices, and the method
of similarity calculation is also improved by adopt-
ing learners’ initial labels to ensure the accuracy
of recommendation for a new learner. To enhance
the user experience of multimedia content retrieval,
Pouli et al. [15] rank retrieval results according to
users’ searching intension, and design a relevant feed-
back algorithm to adjust the results based on users’
expectations and preferences. In consideration of
the point of interest (POI) group recommendation,
Zahra et al. [16] measure users’ influence by mining
their history check-in data, and taking the influence
value as weights in the aggregation of group mem-
bers’ preferences to recommend POIs for the whole
group.

Traditional recommendation approaches alleviate
the problems of cold start and data sparsity to some
extent by considering users’ behavior information,
personalized demand information, and other multi-
source heterogeneous information. However, there
are still obvious limitations in scenarios with large-
scale data, multiple data types, and complex data
structures. Recently, with the extensive application
of deep learning, personalized learning resource rec-
ommendations based on deep learning [17] break

through the shortcomings of traditional models to a
certain extent and obtain more accurate and efficient
recommendation results. However, the deep learning-
based methods also suffer from high training costs
and the recommendation results need to be more
interpretable.

2.2. Learning resource recommendation via
knowledge graphs

The traditional recommendation algorithms ignor-
ing the semantic relationships among learning
resources cannot ensure that a satisfactory recom-
mendation result is obtained for the learners. To
solve this problem, Xu et al. [18] design a person-
alized course recommendation system. They exploit
knowledge graphs to get the semantic informa-
tion of learning resources embedded into a low
dimensional space, and fuse the semantic similar-
ity between resources into the CF recommendation
algorithms to improve the recommendation perfor-
mance. Considering that the existing research on
exercise recommendation only analyzes the learners’
cognitive ability and ignores the sequential relation-
ship of knowledge concepts in the learning process,
Lv et al. [19] present an exercise recommenda-
tion method based on weighted knowledge graphs,
in which the knowledge concepts are modeled as
nodes and weighted with the corresponding learner’s
knowledge status. All the above approaches use a
small volume of data to construct knowledge graphs
and fail to discuss the calculation efficiency problem
with graph data in real datasets [9]. By fusing infor-
mation in knowledge graphs and deep CF algorithms,
Qiu et al. [20] propose an online course recom-
mendation approach based on enhanced knowledge
graphs. They adopt a co-occurrence network to cap-
ture the learners’ explicit interest traits, and the
courses in the co-occurrence network are modeled as
entities of the knowledge graphs. However, the accu-
racy of recommendation results might be affected by
the limited accuracy of the weights of relationships
obtained by automatic training of the co-occurrence
network.

Learning paths are a special type of learn-
ing resource, and have attracted the attention of
researchers in recent years [2]. Assuming that each
learner has different learning paths in various learning
scenarios and different learners have similar learn-
ing paths in the same learning scenario, Zhu et al.
[21] present a multi-constraint learning path rec-
ommendation model based on knowledge graphs
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considering only 4 basic learning contexts. Since the
existing research only constructs knowledge graphs
from only a single dimension, Shi et al. [22] design
a learning path recommendation model based on
multi-dimensional knowledge graphs, where the rela-
tionships between learning objects are classified into
six categories. However, this model strongly relies on
the scale and structure of the data in the knowledge
graphs, and it is hard to ensure its effectiveness when
facing small-scale datasets or the high complexity of
the semantic relationships.

In practical applications, the direct graph opera-
tions on a graph network result in an obvious problem
of poor efficiency because the data scale of knowl-
edge graphs is usually large. Thus, the time efficiency
of the above approaches decreases significantly in a
large-scale data scenario.

2.3. Learning resource recommendation via
learning style theory

Psychological research shows that learners have
different learning styles. The research on the brain
and learning also proves that each individual differs
greatly in the styles of inputting, organizing, absorb-
ing and outputting information. Based on that, at
least 70 theories or models of learning styles have
been proposed by experts from different fields. Kolb’s
Learning Style Inventory [23] describes the internal
cognitive process of learners as a cycle with four
stages of learning. The Myers-Briggs Type Indica-
tor (MBTI) [24] could be used to show people’s
psychological preferences in the aspect of aware-
ness. Besides, the Felder-Silverman model is the most
widely used theory [25] and is a compromised mix of
other classical theories. In addition, it could also be
applied to computer programs through its “learning
style index”.

The learning style theory could be applied to
optimize the recommendation effects of learning
resources [25]. By introducing the learning style the-
ory, Chen et al. [10] propose a learning resource
recommendation approach (denoted as AROLS) by
combining the traditional CF methods to improve
the effects of recommendation results. The above
approach provides a new solution to learning resource
recommendation. However, some limitations still
result from the traditional CF methods when it is
applied to large-scale and sparse data applications
scenarios.

Table 1
Mainstream online learning platforms

Name URL

Canvas Network https://www.canvas.net
Coursera https://www.coursera.org
EdX https://www.edx.org
FutureLearn https://www.futurelearn.com
Iversity https://iversity.org
Khan Academy https://www.khanacademy.org
Knewton https://www.knewton.com
NextThought https://nextthought.com
Open2Study https://www.open2study.com
OpenLearn http://www.open.edu/openlearn
Smart Sparrow https://www.smartsparrow.com

3. Knowledge graphs construction for
e-learning environment

This paper designs a generic ontology model
of e-learning environment for quickly generating
knowledge graphs. The process of constructing
knowledge graphs could be divided into three steps
as follows: ontology modeling, data extraction, and
data storage.

3.1. Generic ontology model of e-learning
environment

To ease the application of knowledge graphs in the
mainstream e-learning environment, we summarize
the key data types of an e-learning environment and
then design a generic ontology model. The referenced
online learning platforms or systems are shown in
Table 1.

The main types of interactive resources in main-
stream online learning platforms or systems include:
1) Video courses. The videos for different types of
courses are given by guest speakers or lecturers, and
the length of each video is usually from 5 to 10 min-
utes. 2) Assessments. The learners’ assignments are
evaluated in three common ways. The first way is to
score automatically by the choice questions or pro-
gramming questions, the second way is peer review,
where the learners’ grades are judged by other learn-
ers in the same class based on a defined rule set,
and the third is to let the professional instructors
score manually. 3) Online forums. It provides various
forms of discussions, including general discussion,
discussion about a specific topic, course feedback,
and technology feedback. 4) Reading materials. They
are available online or provided by the course instruc-
tors, usually directly from the platforms. 5) Live
video meetings. Since instructors cannot explain all
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Fig. 1. Ontology model of online learning environment.

the knowledge concepts in detail in a short course
video, live video meetings on a specific topic are
often organized. 6) Teaching activities. They improve
learners’ cognitive status about concepts taught in the
courses. The teaching activities can not only make
learners know about each other, but also help learn-
ers understand various knowledge concepts further
through cooperation. 7) Other video resources. Plenty
of platforms provide various auxiliary or interactive
script videos, and could help learners understand both
knowledge concepts and their backgrounds.

To transform the data from an e-learning environ-
ment into knowledge graphs, we must identify the
entities at first. The unconstructed information from
an e-learning environment needed to be processed as
structured information. Then, the entities will be rec-
ognized artificially. Considering the main resource
types in a mainstream e-learning environment, we
express the core concepts of interactive resources
with four entity types, including courses, transcripts,
assessments, and resource sites.

By analyzing the auxiliary concepts (e.g., reg-
istration information and personal background
information) from the e-learning environment, 17
entity types are identified to build the ontology of the
knowledge graphs. Then, according to the 17 entity
types, 18 relationship types are identified by analyz-
ing the relationships between them in an e-learning

environment. The direction of edges is identified to
indicate the affiliation relationship between entities.
For example, a registration record consists of an
enrolled student, an enrolled date, and an enrolled
course. Based on the logical and realistic relation-
ship of entity types, the ontology of the knowledge
graphs is finally generated by combining them with
manual tagging.

Then, the e-learning ontology model, shown in
Fig. 1, consists of 17 entity concepts and 18
types of entity relationships, and contains 5 types
of e-learning information, including learners’ per-
sonal background, assessments, registration, resource
interactions, and course learning.

3.2. Data extraction

Some open datasets are widely used in person-
alized learning research, e.g., the open university
learning analytics dataset (OULAD) [26], KDD Cup
2010 dataset, and KDD Cup 2015 dataset. OULAD
contains the learners’ learning data in 2013 and 2014
from the open university involving 22 courses, 32,593
learners, and 10,655,280 interactions between learn-
ers and VLE (virtual learning environment). This
paper uses the OULAD dataset. This dataset consists
of 7 tables, i.e., studentInfo, studentAssessment, stu-
Vle, studentRegistration, courses, assessments and
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Fig. 2. E-R diagram of OULAD.

vle, and its entity relationship diagram is presented
as Fig. 2.

3.3. Data storage

Traditional relational database management sys-
tems (DBMSs), such as MySQL and Oracle, execute
the JOIN operations or correlation queries to quickly
retrieve both tables and relationships between tables.
These operations or queries often require signifi-
cant overhead. Compared with relational DBMSs,
the graph DBMS manages nodes, edges, and related
description information but not schemes and tables
of the relational database, and various types of data
are stored in a big graph network. In addition, each
relationship in a graph database is stored locally with
other types of data in a more flexible format. The
graph DBMS with high performance is efficient in
traversing data, and can traverse even millions of
nodes and edges in one second. In this paper, the
Neo4j DBMS is used to store graph data, and the visu-

alization result of the knowledge graphs via Neo4j is
shown in Fig. 3.

Taking two learners numbered 574722 and 598706
as an example, the partially visualized knowledge
graphs of related information are shown in Fig. 4. Fig-
ure 4 displays the partial relationships between two
learners and four types of nodes, where the orange
node denotes that the two learners are male, the red
node denotes their highest education, grey nodes are
VLE resources that they have clicked, and blue nodes
represent where their regions are. Although there is
no direct connection between the two learners, the
indirect relationships between them are observed via
other types of nodes. For example, they clicked on
the same VLE resources at the same time or shared
the same background attributes. Compared with the
CF methods, the network structure of the knowledge
graphs makes the association and path analysis eas-
ier. Therefore, it is easier to discover the indirect links
and underlying links between entities, and the inter-
pretability of results is also enhanced to a certain
extent via such visualized presentation.
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Fig. 3. Visualization effect of knowledge graphs.

Fig. 4. An example of a partial knowledge graph.

4. Computational efficiency optimization via
graph embedding algorithm

Since the scale of graph data is often large
in practice, the direct computation of knowledge

graphs leads to poor efficiency. The graph embed-
ding algorithm employs vector operation to train an
embedded graph model for high-efficiency compu-
tation. Obviously, the computation efficiency of the
graph embedding algorithm is significantly higher
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Fig. 5. An example of a random walk.

Fig. 6. Node2vec Sampling.

than that of direct computation of a graph. Therefore,
this paper applies the graph embedding algorithm
to improve the computation efficiency of knowledge
graphs.

The knowledge graphs generated based on an
ontology of an e-learning environment not only
reflect the social relation between learners, but also
show the relevance of learning resources. Therefore,
this paper focuses on the overall network structure
of the knowledge graphs when applying the graph
embedding algorithm. To fully express the node type,
network structure and rich semantic relationship of
the original graph, and retain the implicit features
of the network, this paper utilizes the node2vec
algorithm [27] for graph embedding training. The
node2vec algorithm generates the random walks, and
there are two sampling strategies: breadth-first sam-
pling (BFS) and depth-first sampling (DFS), shown
in Fig. 5.

In the sampling process, the BFS only samples
nodes directly adjacent to the start nodes, while the
DFS also samples nodes at increasing distances from
the start nodes. After obtaining the paths via ran-
dom walk, the word embedding approach is applied
to model the representations of nodes in the network.
In addition, we can use constraints to adjust sampling
strategies dynamically.

Thus, the node2vec algorithm adjusts the strate-
gies of random walk dynamically by introducing two
parameters, p and q, as shown in Fig. 6. Parame-
ter p controls the probability of repeated visits to
the visited node, and q controls the walk direction
(i.e., inwards or outward). The probability of sam-
pling a visited node is small if the value of p is
large. Otherwise, the probability is large. It seems that
the node2vec algorithm is similar to the DeepWalk
algorithm [28]. However, the node2vec algorithm
improves the generation method of random walks
because the generated random walks reflect the char-
acteristics of both BFS and DFS. Then, node2vec can
enhance the performance of network embedding.

The node2vec algorithm is described as follows.

The node2vec algorithm
LearnFeatures (Graph G=(V,E,W). Dimensions d, Walks per

node r, Walk length l, Context size k, Return p, In-out q)
π=PreprocessModifiedWeights(G, p, q)
G’=(V, E,π)
Initialize walks to Empty
for iter = 1 to r do

for all nodes u ∈ V do
walk = node2vec Walk (G’, u, l)
Append walk to walks

f = StochasticGradientDescent (k, d, walks)
return f

node2vecWalk (Graph G’=(V, E,π),Start node u, Length l)

Initialize walk to [u]

for walk iter = 1 to l do

curr = walk[-1]

Vcurr = GetNeighbors(curr, G’)

s = AliasSample(Vcurr ,π)

Append s to walk

return walk

In the above algorithm, G denotes the graph, V rep-
resents the set of nodes, E denotes the set of edges,
d represents the dimension of vectors, r denotes the
required number of random walks for each start node,
the default fixed length of random walk is 1, k is
the size of context window, f: V → R

d is the map-
ping function, which is presented as a |V | × d matrix,
denoting the learned feature representations of nodes
in the graph, and the parameters for adjusting random
walk strategies are p and q.

At every step of the walk, the transition probabil-
ities of the start node to its neighbors are computed
according to Equation (1). Suppose a random walk
has just traversed edge (t, v) and now is at node v.
The transition probability πvx on edge (v, x) is eval-
uated to decide in the next step x. Since the weights
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of edges are set as 1 in this paper, the unnormalized
transition probability is set to πvx = αpq(t, x).

αpq(t, x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1

p
if dtx = 0

1 if dtx = 1

1

q
if dtx = 2

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

, (1)

where dtx denotes the distance between node t and
node x.

After the transition probabilities are obtained, they
are summed with G to form G’. Then, the random
walks are denoted by walks. Since there are r random
walks for each start node, walks are initialized as null,
and r random walks for each node in the graph are
generated.

Finally, the stochastic gradient descent (SGD)
method is applied to train the walks, and optimize the
objective function, shown as Equation (2), maximiz-
ing the log-probability of the network neighborhood
of node u NS(u) based on their feature representations
from f.

max
f

=
∑
u∈V

logPr(NS(u) |f (u)) (2)

Due to the storage of interconnections between
the neighbors of each node, the space complexity
for node2vec is O(a2 |V |), and a denotes the average
degree of the graph, which is usually small in real-
world networks. To simulate a random walk of length
l > k, k samples can be generated for l-k nodes owing
to the Markovian nature. Thus, the time complexity

for each sample is O
(

1
k(l−k)

)
.

5. A new approach to personalized learning
resource recommendation

5.1. Recommendation process

This paper proposes a new personalized learn-
ing resource recommendation approach, denoted as
PLRec-KL. The recommendation process is shown
in Fig. 7.

To improve computational efficiency, PLRec-KL
extracts the interaction information to construct the
knowledge graphs of learners in an e-learning system,
and adopts the graph embedding algorithm to obtain
an embedded model of the constructed knowledge
graphs. Thus, the direct computation on the whole

Fig. 7. Learning resource recommendation.

graph is replaced with numerical computation on the
embedded model. Then, graph matching is applied to
obtain similar subgraphs, and the set of personalized
learning resources could be obtained after filtering
unrelated entities and relationships in the subgraphs.
Considering the group tendency in the process of
learning, learners are divided into groups via learning
style clustering, and the calculation method of learn-
ers’ degrees of interest in resources is also optimized
via learning style clustering. Finally, the set of recom-
mendation results is also obtained by sorting learning
resources in descending order according to the learn-
ers’ interest in resources obtained via graph matching.
From Fig. 7, the recommendation process consists of
6 steps. Section 3 has introduced the implementation
method of Step 1, and Section 4 analyzed the imple-
mentation method of Step 2. The remaining 4 steps
will be discussed in detail in the next subsections.

5.2. Identify similar learning resources via
graph matching

By acquiring learners’ online learning information
map, the learners’ registration information, learning
records and other historical data are converted into
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Fig. 8. Input of learner information map.

Fig. 9. Process of obtaining similar subgraphs.

subgraphs according to the generic ontology model,
shown in Fig. 8.

Existing research has demonstrated that gender
could influence learners’ learning style and perfor-
mance to some extent [29, 30]. Thus, it is shown
as an indispensable feature of learners’ registration
information in the information map. In this paper,
the learners’ degrees of interest in resources are cal-
culated according to their learning styles, and sorted
recommendation results are obtained according to the
degrees of interest. However, for those new learners
lacking interaction records, because their information
maps only consist of the registration information, and
their learning styles cannot be measured. Therefore,
learning resources are recommended based on their
similar learners’ historical interactions.

Then, with the input of learners’ information sub-
graphs, the most similar matched subgraphs are
quickly obtained via the graph matching algorithm
[31]. The process of obtaining similar subgraphs is
shown in Fig. 9.

Two graphs need to be matched in a graph match-
ing problem, while the random walk algorithm only is
applied to a single graph. Therefore, it is necessary to
transform the two graphs into a single graph, namely
an association graph, when applying a random walk to
deal with the graph matching problem. An example of
graph matching is given in Fig. 10, in which two nodes

Fig. 10. Process of graph matching.

(i.e., A and B) are matched to three nodes (i.e., C, D
and E). Figure 10(a) shows the two original graph
structures and Fig. 10(b) displays the association
graph of Fig. 10(a). Nodes and edges in the asso-
ciation graph represent the matching relationships
between matched nodes and the similarity of matched
edges in the original graphs, respectively. To be spe-
cific, the node AC in the association graph denotes the
matching relationship between A and C in the original
graph structures, and the weighted edge AC-BD rep-
resents the similarity of edge a and edge b. Hence the
association graph is undirected and weighted. Since
the weights of nodes in the association graph could
be obtained via the random walk algorithm, the graph
matching problem is transformed into a new problem
of finding some nodes with the maximum weight in
the association graph.

Since the embedded model of the whole graph
has been obtained via random walks in the process
of graph embedding, which has captured structural
characteristics, graph matching is transformed from
the original graph into the embedded network in
the proposed approach. By inputting embeddings of
nodes in the learner’s information map, the embed-
dings of other nodes with the highest relevance in the
graph could be obtained. After filtering according to
node type, the embeddings for similar learners are
obtained.

After obtaining similar subgraphs, the types of
nodes and relationships are aggregated and filtered
based on restricted constraints. Specifically, if the
nodes or relationships in subgraphs are not learn-
ing resources, or other elements do not satisfy the
restricted constraints, they are filtered out, and the
final set of similar learning resources is obtained.

Since graph matching is conducted on the embed-
ded model in our work, the results of graph matching
depend on the results of graph embedding, which
mainly rely on the logic of sampling. To guaran-
tee good results of graph embedding, we apply the
node2vec algorithm to learn embeddings of nodes in



H. Ma et al. / Learning resource recommendation via knowledge graphs 8063

Table 2
Online learning style model

Category Feature Learning behavior

Sociology Communicational Being active in the forum,
etc.

Emotion Motivational Long duration of study,
doing a lot of
assessments, etc.

Physiology Verbal Prefer text and audio
materials

Visual Prefer videos and pictures
Psychology Sequential Browse materials in a

logically ordered
progression

Global Jump from one material
to another

Sensory Prefer facts, data, and
experimental materials

Intuitive Prefer principles and
theories

the graph, and it takes “random walk” as the sampling
strategy to mine the overall structural characteris-
tics of the original network with a certain degree of
ambiguity. Thus, the embedded model could provide
prediction capabilities for some hidden fuzzy char-
acteristics, i.e., it could capture similarities between
learners.

5.3. Divide learners into groups via clustering
analysis

The introduction of learning style theory could
improve the efficiency of learning resource recom-
mendation by analyzing learners’ learning styles and
identifying similar learners with the same learn-
ing styles [10]. This paper uses the most widely
used learning style theory, i.e., the Fred Silverman
model [25]. This model characterizes online learners
via eight features from four aspects, i.e., sociology,
emotion, physiology, and psychology, illustrated in
Table 2.

By analyzing the learners’ learning data and
counting the number of clicks in different types of
activities, we present the analysis results in a table for-
mat, where rows denote learners, and columns denote
their preferences for different activity types. Then, the
combination of interactive activity types is used as the
feature for clustering, e.g., the number of clicks on the
forum could reflect how active a learner is in the pro-
cess of learning. Due to the lack of detailed interaction
data for each web page in the OULAD dataset, the
activity types corresponding to sensing and intuitive
features cannot be obtained. Therefore, the activ-

ity types could only be modeled by six features,
i.e., communicational, motivational, verbal, visual,
sequential, and global features. Existing research [10]
demonstrates that satisfactory results could also be
obtained via the six features.

The K-means algorithm is applied to divide learn-
ers into different clusters. Supposing there are N
learners, the learner xn is denoted via a vector
f (d n1), and dnj represents the j-th feature of xn.
The Euclidean distance metric is used to measure the
similarity between learners, and N learners are clus-
tered into K clusters based on the similarity values.
Ck represents the kth cluster, and the learners in Ck

are represented by the barycenter.
All learners are clustered based on the pre-

processing results, and each cluster represents a
learning style. To evaluate the performance of PLRec-
KL at different K values, we choose the Silhouette
Coefficient (SC) and the Calinski-Harabaz (CH)
index as metrics. The SC score is in the range of [-1,
1], where 1 represents dense clustering. The high CH
score also indicates that the clustering effects of the
proposed model are superior. As experiment results
demonstrated, the optimal value of K is 5.

5.4. Calculate learners’ degrees of interest in
learning resources

Based on the clustering results, we can optimize
the computation method about learners’ interests
in learning resources. The set of learning resource
recommendation results could be obtained by calcu-
lating the learners’ degrees of interest in associated
learning resources and filtering out resources accord-
ing to interest values.

Define the cosine similarity metric between im and
in in cluster Ck by

sim(im, in |Ck ) = |S(im |Ck ) ∩ S(in |Ck )|√|S(im |Ck )| ·| S(in |Ck )| ,
(3)

where S(im|Ck) denotes the number of learners in
cluster Ck who have clicked resource m, and the
numerator refers to the number of learners in Ck who
have clicked both m and n.

Referring to the AROLS method [10], define the
subset of learning resources I in cluster Ck as Ij , and
the support of Ij is the percentage of learners in Ck

who have browsed learning resource set Ij . Then, the
calculation method is as follows.
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sup(Ij |Ck ) =
∣∣S(Ij |Ck )|

NCk

, (4)

Define the support of the association rule Ii → Ij

as the percentage of learners in Ck who have clicked
both Ii and Ij . The calculation method is as follows.

sup(Ii → Ij |Ck) = |N(Ii |Ck ) ∩ N(Ij |Ck )
∣∣

NCk

, (5)

Define the confidence of Ii → Ij by

conf (Ii → Ij |Ck) = sup(Ii → Ij |Ck)

sup(Ii |Ck )
, (6)

Define the degree of interest of learner x on resource
im by

P (x, im |ck ) =
∑

in∈S(x)∩S(im,N)

sim (im, in |ck ), (7)

where S(im, N) is the set of top-N similar learning
resources of im. The degree of interest is denoted
as the sum of similarities between im and N learn-
ing resources that have been clicked by x in cluster
Ck. The top-N similar resources could be obtained
by the graph matching method introduced in Section
5.2, and the different values of N are discussed in
experiments.

5.5. Recommend learning resources to learners

By calculating the learners’ degrees of interest in
these similar resources, the final recommendation
results could be obtained after sorting the resources
according to their degrees of interest.

The proposed approach constructs a knowledge
graph to obtain a set of similar resources by matching
similar learners, and determines learners’ learn-
ing styles according to their interactions with VLE
resources. Based on their learning styles, learning
resources are recommended to learners by calcu-
lating their interest degree in the obtained similar
resources. Thus, the recommendation results have
good interpretability. For example, a learner who has
often interacted with quiz resources might be clus-
tered into a group with a motivational learning style.
Then, based on the embedded model of the knowl-
edge graph, these resources that other members in
the same group often interacted with might be rec-
ommended to the learner.

6. Experiment

All experiments are implemented by Java 8 and
Neo4j graph DBMS, on a Linux system with an Intel
Xeon Silver 4214 CPU and 256G ECC memory.

6.1. Efficiency comparison

Affected by the complex online learning envi-
ronment involving a huge number of learners and
learning resources, the constructed knowledge graph
has a large graph scale with numerous nodes, edges
and attributes. Then, the large scale of graph data
would lead to a long execution time and enormous
demand for resources in the computation process.
Thus, the graph embedding algorithm is used to cope
with the problems caused by the large scale of graph
data.

To verify the effectiveness of the graph embedding
algorithm for improving computational efficiency, we
conduct experiments to compare the actual response
time and resource usage of direct computation of a
graph with those of computation of an embedded
model trained by the graph embedding algorithm.
Extracted edges are randomly expanded from 2 mil-
lion to 20 million. Based on that, the experiments are
divided into two groups. Firstly, the random three-
level deep retrieval is conducted by Neo4j (denoted
as graph D). Another group conducts three-level
deep retrieval on an embedded model trained by the
graph embedding algorithm (denoted as embed M).
The experiments are comprehensively evaluated from
response time and memory usage.

(1) Comparison of response time
The results are shown in Table 3. The differ-

ence in average response time between graph D
and embed M is not obvious when the graph data
scale is small. However, with the increasing scale
of graph data, the results become significantly dif-
ferent. For example, when the graph data scale is
107, the response time of embed M is 701 millisec-
onds, while that of graph D is 14,785 milliseconds.
Obviously, the computation efficiency has been sig-
nificantly improved by adopting the graph embedding
algorithm in large-scale data scenarios.

(2) Comparison of memory usage
The results are shown in Table 4. Graph D outper-

forms embed M in memory usage when the graph
data scale is lower than 2×105. Graph D only loads
the core modules from the graph database into mem-
ory during the initializing process, while embed M
has to load the entire embedded model at once. Thus,
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Table 3
Comparison of time efficiency

Graph scale embed M (ms) graph D (ms)

102 63 38
103 64 57
104 67 160
105 138 281
2×105 151 517
3×105 161 773
4×105 173 1,034
6×105 189 1320
8×105 208 1,613
1.2×106 289 1,968
1.6×106 254 2,327
2.4×106 290 2,897
3.2×106 328 3,467
4.8×106 380 5,210
6.4×106 436 7,418
9.6×106 567 10,601
1.28×107 701 14,785

compared with graph D, embed M consumes more
resources due to the loading of the basic framework.
However, with the increasing scale of graph data,
embed M significantly outperforms graph D. For
example, when the scale of graph data is 1.28×107,
the memory usage of graph D is 18,357 MB, while
that of embed M is only 7,231 MB. The reason is that
more information (e.g., the nodes, edges, attributes,
and numerical result of reasoning calculation) has
to be loaded from the graph database into memory,
while the embedded model only loads the numerical
results of the graph embedding training based on the
existing framework of the basic model. Overall, the
memory consumed by the graph embedding model
does not significantly grow with the increasing data
scale. Hence it could economize systematic resources
in large-scale data scenarios.

6.2. Analysis of K value in learning style
clustering

The K value in the K-means algorithm is analyzed
on the OULAD dataset, where K denotes the num-
ber of learning style clusters. Figure 11 illustrates the
variation of the SC and CH scores with different K.

In Fig. 11, the red line denotes the SC score and
the blue line denotes the CH score. From Fig. 11,
when K = 6, the SC score reaches the peak 0.285,
while the CH score is 5,431; when K = 5, the CH score
reaches the peak 5,864, while the SC score is 0.282.
Obviously, the decreased amplitude of CH score from
5,864 to 5,431 is greater than the increased amplitude
of SC score from 0.282 to 0.285. For the best perfor-

Table 4
Comparison of memory efficiency

Graph scale embed M (MB) graph D (MB)

102 1,381 523
103 1,463 531
104 1,606 729
105 1,681 1,053
2×105 1,866 1,640
3×105 2,062 2,312
4×105 2,366 2,879
6×105 2,551 3,619
8×105 2,748 4,426
1.2×106 3,128 5,501
1.6×106 3,517 6,581
2.4×106 4,021 8,153
3.2×106 4,538 9,732
4.8×106 5,151 11,577
6.4×106 5,773 13,428
9.6×106 6,498 15,889
1.28×107 7,231 18,357

Fig. 11. Evaluation of learning style clustering.

mance of clustering, K is comprehensively suggested
as 5.

Besides, the clustering results are mapped onto a
lower dimensional space via dimension reduction,
and learners that have different learning styles are
characterized with different colors. From Fig. 12, the
learners are divided into five clusters on the premise
of a certain number of learners in every cluster. There-
fore, the results demonstrate the effective feature
mining of learners’ learning styles.

6.3. Performance comparison

In this experiment, the performance of PLRec-KL
is compared with that of the baseline methods includ-
ing the user-based CF method (denoted as UserCF),
the item-based CF method (denoted as ItemCF), the
DNN method [25], and the AROLS method [10]. To
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Fig. 12. Learning style clustering and grouping results.

ensure data stability and accuracy, we extract 19,263
learners whose average assessment values are greater
than or equal to 60 from the OULAD dataset. To
further guarantee the accuracy of the results, these
records are deleted if a standard deviation exceeds
10 for at least one feature due to the possible large
outliers generated by the K-means algorithm.

The precision, recall, and F1 score are widely
used to evaluate the quality of recommendations [10],
and we also select them as the evaluation metrics
to measure the effectiveness of the approach. Their
calculation methods are as follows.

precision = TP

TP + FP
, (8)

recall = TP

TP + FN
, (9)

F1 = 2 × precision × recall

precision + recall
, (10)

(1) Precision comparison
The experiments results are shown in Table 5. In

Table 5, the N in x axis denotes the number of top-
N recommended resources. Compared with baseline
methods, PLRec-KL has significant improvements
in precision. Taking N = 20 as an example, UserCF
performs the lowest precision value of 0.164, while
the average precision value of PLRec-KL is 0.306,
which has increased by 8.6% compared with AROLS.
The results fully reflect the role of knowledge graphs
applied in PLRec-KL. As we know, knowledge
graphs contain the background information of rec-
ommended resources and the relationships between
resources, and could integrate learners-resources net-

Table 5
The results of accuracy

������N

Methods
PLRec-KL ItemCF UserCF DNN AROLS

5 0.303 0.187 0.126 0.225 0.281
15 0.309 0.173 0.127 0.228 0.279
25 0.294 0.158 0.118 0.223 0.269
35 0.279 0.145 0.109 0.206 0.258
45 0.275 0.136 0.097 0.195 0.246
55 0.267 0.132 0.090 0.190 0.244
65 0.261 0.124 0.085 0.185 0.243
75 0.259 0.118 0.078 0.184 0.240
85 0.254 0.109 0.073 0.182 0.239
95 0.248 0.103 0.071 0.178 0.235

Table 6
The results of recall

������N

Methods
PLRec-KL ItemCF UserCF DNN AROLS

5 0.131 0.042 0.057 0.079 0.069
15 0.137 0.045 0.061 0.087 0.070
25 0.142 0.051 0.065 0.094 0.073
35 0.145 0.054 0.070 0.100 0.075
45 0.148 0.056 0.072 0.106 0.076
55 0.151 0.061 0.072 0.109 0.075
65 0.154 0.062 0.073 0.112 0.075
75 0.159 0.064 0.074 0.114 0.077
85 0.160 0.067 0.073 0.115 0.075
95 0.161 0.070 0.074 0.114 0.077

works generated according to user behavior data.
Just based on them, PLRec-KL is able to uncover
hidden associations between learners and resources,
and complete interaction data between learners and
resources. Thus, PLRec-KL further improves the
recommendation performance compared with other
approaches.

(2) Recall comparison
The experiments results are shown in Table 6. From

Table 6, it is obvious that the recall value contin-
uously increases with the growing value of N, and
DNN method outperforms ItemCF and UserCF. Since
traditional CF recommendation algorithms tend to
calculate similarities based on the existing interaction
records, most of the resources recommended to users
are those they have already interacted with before,
which lead to a low recall value. To break the lim-
itation, due to the unique graph network structure
of knowledge graphs, we can use path matching to
express underlying associations. Thus, we can fur-
ther effectively mine the possible associated paths and
make knowledge graphs-based recommendations to
achieve significant improvements in recall compared
with existing approaches. Based on that, the recall
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Table 7
The results of F1 score

������N

Methods
PLRec-KL ItemCF UserCF DNN AROLS

5 0.183 0.069 0.078 0.117 0.111
15 0.190 0.071 0.082 0.126 0.112
25 0.192 0.077 0.084 0.132 0.115
35 0.191 0.079 0.085 0.135 0.116
45 0.192 0.079 0.083 0.137 0.116
55 0.193 0.083 0.080 0.138 0.114
65 0.194 0.082 0.079 0.139 0.115
75 0.197 0.083 0.076 0.141 0.117
85 0.196 0.083 0.073 0.140 0.117
95 0.195 0.083 0.073 0.139 0.116

of PLRec-KL increases by 68.9% compared with the
DNN method.

(3) F1 score comparison
With similar precision and recall values, we apply

the F1 score to effectively evaluate the comprehensive
performance of each model. The experiment results
are shown in Table 7.

From Table 7, there is no significant difference
between UserCF and ItemCF in terms of overall
performance, while the DNN method outperforms
than other baselines. Since the DNN could better
explore underlying features among elements in multi-
feature and non-linear data, and utilize the multi-layer
network to match these hidden mapping well, it
shows superior comprehensive performance. As a
knowledge graph is big and integrated with vari-
ous heterogeneous auxiliary information, its network
structure is utilized for association matching and
path analysis. Thus, compared with the baselines,
PLRec-KL outperforms in F1 score, especially with
an improvement of 35.7% compared with DNN.

6.4. Ablation experiment

To further verify the effectiveness of the graph
embedding algorithm and learning style the-
ory, two variants of PLRec-KL are compared
with the proposed approach in this experiment,
denoted as PLRec-KL NO EMBED and PLRec-
KL NO LS, where PLRec-KL NO EMBED repre-
sents the PLRec-KL without the graph embedding
algorithm and PLRec-KL NO LS represents the
PLRec-KL without adopting learning style theory.
Besides, 80% of the data about the learners is selected
as the training data and the remaining 20% is for test-
ing the performance of PLRec-KL and PLRec-KL’s
variants with different N. The results are shown in
Figs. 13–15.

Fig. 13. Accuracy comparison of ablation experiments.

Fig. 14. Recall rate comparison of ablation experiments.

Fig. 15. F1 score comparison of ablation experiments.

Since the learning styles theory is not used,
PLRec-KL NO LS ignores the group psychological
characteristics of learners in their learning pro-
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cess. Therefore, both its precision and recall have
descended, leading to a significant decline in the F1
score. However, compared with PLRec-KL, the per-
formance of PLRec-KL NO EMBED in precision is
almost the same, and even increases by 0.8%; in terms
of recall, it decreases by about 1%; and there is no
significant difference between them in the F1 score.
The main reason is that the embedded graph model
obtained via graph embedding cannot perfectly match
the original network structure and remain the problem
of fuzzy predictability.

The results of ablation experiments indicate: (a)
The adoption of learning style theory definitely
improves the performance of recommendation; (b)
the introduction of the graph embedding algorithm
optimizes the computational efficiency, and cannot
provide a significant boost in terms of recommenda-
tion performance.

Due to the large-scale of the graph data, the Neo4j
database should be adopted to store graph data,
and there are high requirements for the server con-
figuration (e.g., memory) in the actual application
scenarios. For example, the requirement for memory
is 256 GB in our deployed server. In our experiments,
once the scale of graph data increases to 1.28×107,
the usage of memory reaches 7,231MB, while it
would be even larger in real applications owing to
the larger scale of data.

In summary, by introducing the learning styles
theory, PLRec-KL outperforms all the baseline
approaches in both performance and efficiency due
to the graph structure and embedded model. How-
ever, PLRec-KL faces the challenge of a high memory
demand for graph data storage and training of the
embedded model. Besides, the learners’ cognitive
states reflect learners’ needs for knowledge concepts
in the learning process. By considering the learn-
ers’ mastery of knowledge concepts, the learning
resource recommendation should be able to further
improve the interpretability of the recommendation
results.

7. Conclusion

To break the limitations of existing research,
we proposed a personalized learning resource rec-
ommendation approach via knowledge graphs and
learning style clustering. In this approach, the knowl-
edge graphs for an online learning environment are
constructed with a designed generic ontology and the
combination of various characteristics and interaction

information of learners in the e-learning platform.
The graph embedding algorithm is applied to improve
the graph computation efficiency. The learning style
theory is adopted to optimize the calculation method
of similarities between learning resources to further
identify learners’ learning preferences and improv-
ing the recommendation performance. Finally, the
extensive experiments on real-world datasets demon-
strate that the proposed recommendation approach
significantly improves the computation efficiency
and quality of learning resource recommendation in
large-scale graph data scenarios.

In the future, our work will focus on three aspects:
1) Further optimize the process of personalized
learning resource recommendation by combining
the graph embedding algorithm with graph neu-
ral network. 2) Further improve the personalization
of learning resources by comprehensively consid-
ering the learning styles and cognitive status of
learners. 3) Further make full use of the comprehen-
sive advantages of knowledge graphs in expressing
the relationships among learners, teachers, learning
resources and knowledge concepts, and explore its
application in automatic question answering or learn-
ing path planning.
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