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Abstract. The probabilistic linguistic term sets (PLTSs) are widely used in decision-making, due to its convenience of
evaluation, and allowances of probability information. However, there are still some cases where it is not convenient to give
an evaluation using the PLTS gramma. Sometimes the evaluators can only give a comparative relationship between alternatives,
sometimes evaluators may have difficulty understanding all the alternatives and cannot give a complete assessment. Therefore,
we propose a method to transform the comparative linguistic expressions (CLEs) into PLTSs, and the comparison objects
of CLEs are alternatives evaluated by PLTSs. And the probability distribution has been adjusted to make the transformation
more in line with common sense. Then, a method to correct the deviation is proposed, allowing alternatives to be compared
in the case of incomplete assessment. Combining the above two methods, we propose a decision-making method when
both CLEs and incomplete assessments coexist. With the study in this paper, the limitations of PLTS-based evaluation and
decision-making are reduced and the flexibility of using PLTS is improved.

Keywords: Probabilistic linguistic term sets, comparative linguistic expressions, incomplete assessments, transforming,
decision-making

1. Introduction

In many cases, it is difficult to describe alternatives
quantitatively, but the use of words or sentences can
be more flexible. In recent years, methods for reason-
ing, calculation and decision-making on information
in natural language have been continuously proposed
[10, 17, 18]. And the progress of analyzing linguis-
tic variables has led to an active research area today
named computing with words (CWW) [5].

∗Corresponding author. Mr. Ao Shen, E-mail: shenaolgdx@
sina.com.

After that, in order to solve the problem of uncer-
tainty or hesitation between options, which often
encountered in applications, the hesitant fuzzy lin-
guistic term set (HFLTS) was proposed by Rodrı́guez
et al. [19]. At the same time, expressions such as
“between good and excellent” can be processed
by using the context-free grammars defined by
Rodrı́guez [19]. Many research studied the definition
[20], operation [21, 22] and comparison [23, 24] of
HTLTS based on Rodrı́guez [19]. And some exten-
sions of the HFLTS for different application were
proposed [25–27].
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As an extension of HFLTS, Pang et al. [4] pro-
posed the probabilistic linguistic term set (PLTS),
which allows terms in HFLTS to have different prob-
abilities, then proposed the operation and comparison
methods. Owning to its usefulness and efficiency, the
PLTS has attracted a lot of researchers’ attention [1].
The comparison of PLTS has been extensively stud-
ied as a part of the decision-making process. Pang
et al. [4] and Wu et al. [28] proposed a comparison
method based on scores and variances. And Chen
[7], Bai [8] and Feng [9] proposed the comparison
method based on the possibility degree of one PLE
over another. However, these methods focus on the
comparison between PLTSs when decision making
and do not study the transformation of complex of
mixed expressions. In order to explore the connection
between PLTS in data analysis, scholars have focused
their research on the measurement of information.
Zhang [30], Lin and Xu [11], Wang [12] defined the
distance between PLTS and used distance to describe
the similarity and correlation between PLTS. Peng
[13] and Farhadinia and Xu [14] and Liu and Teng
[15] proposed the aggregation methods to aggregate
evaluations, and depict the overall performance of
alternatives. In addition, Wu and Liao [30] and Gao et
al. [3] have studied probabilistic linguistic preference
relations (PLPR), which focus on the relationship
between alternatives, and investigated the decision-
making with incomplete PLPR. And the consistency
and consensus of PLPR are also studied. However,
this method is based on the comparison relationship
only, and the comparison relationships between each
other need to be known.

Based on the model of PLTS, many studies aim
at the problem of inherent uncertainty and ambigu-
ity in the assessing process to obtain more realistic
results. Using pairwise comparisons between two
alternatives, the PL-LMAHP (probabilistic linguistic
logarithm multiplicative analytic hierarchy process)
is proposed by Liao et al. [44], deriving the weights
of indicators more accurately. And proposed the
model to derive the comprehensive life satisfac-
tion degrees of residents. In this way, the inherent
uncertainty of the evaluations on the importance of
life satisfaction indicators can be reflected. In [43],
the PL-TODIM (PLTS-based TODIM) method con-
sidering the DMs’ psychological factors has been
proposed by Zhang et al. The proposed approach
captures the uncertainties, and takes the DMs’ non-
complete rationality into consideration. However,
these studies mainly focus on the rational determi-
nation of weights, and cannot deal with the mixed

assessment with both linguistic term and comparative
relationship.

Based on the concept of CLE (comparative lin-
guistic expression), Rodrı́guez et al. [19] proposed a
method to translate CLE using the context-free gram-
mars into HFLTS. Àlvaro Labella et al. [2] proposed
the extended comparative linguistic expressions with
symbolic translation (ELICIT), which extends the
object of CLE into PLTS. Based on the two-tuple
model, the comparison and decision were completed
by using symbolic translation. In the process of trans-
forming CLE, considering the inherent uncertainty
and vagueness in CLE, Liu et al. [45] proposed a rep-
resentation model of CLE: the type-2 fuzzy envelope
of hesitant fuzzy linguistic term set. This model facil-
itates the calculation of CLE, greatly increasing the
effective information, overcoming the shortcomings
of information loss in transforming process.

However, in many cases that do not require
thoughtful evaluation, evaluators prefer to use the
simple comparative expression like “I can’t give the
evaluation or comparison of LeBron’s physical talent
with linguistic terms, but he has better physical tal-
ent than Kobe”, or “Class 1 is better than Class 2”.
This kind of CLE can directly express the relationship
between alternatives, and can make a more realistic
assessment sometimes. For example, someone evalu-
ates songs on a list of a music player. After evaluating
more than a dozen songs, he hears a song similar to
the previous one. It may be easy for him to compare
the two songs, but may be difficult to give an accu-
rate PLTS evaluation because of having forgotten the
evaluation of previous one given before. For a better
introduction, Table 1 shows the comparison of some
research on CLE.

The above literature solves theoretical and practi-
cal problems and promoter the research on PLTS, but
there are still some aspects that need further discuss:

(1) Lack of transforming methods for commonly
used expressions. Many commonly used expressions
are not only convenient to express, but may have rich
meanings in different situations. We need to think
about the information in the semantics deeply and
transform it in reasonable way [32].

(2) Most of the researches focus on using same
models for assessment and decision-making, and
there are few methods for decision-making evaluation
using mixed model of expressions.

(3) Existing methods place excessive demands
on evaluators. The original CWW was proposed to
improve the convenience and flexibility of evalua-
tion and decision-making. Nowadays many methods
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Table 1
The comparison of researches on CLE

Evaluation model Compare with Transforming method/method Transform into

Rodrı́guez et al. [19] HFLTS Linguistic terms Transformation function for context-free
grammar

HFLTS

Àlvaro Labella et al. [2] 2-tuple linguistic
representation

Linguistic terms Extended comparative linguistic expressions
with symbolic translation

Fuzzy envelope

Liu et al. [45] PLTS Linguistic terms Type-2 fuzzy envelope of hesitant fuzzy
linguistic term set

Fuzzy envelope

Our study PLTS Alternatives Transformation function for context-free
grammar

PLTS

require evaluators to provide some specific numbers
or have a comprehensive understanding of alterna-
tives, which deviates from the original intention of
semantic evaluation to some extent.

(4) Score functions may fail to capture the true
meaning of linguistic assessments because of the dif-
ferent standards. For example, “good” may mean
diverse scores for different people, which may lead
to deviation in decision making [1].

In order to overcome the problems mentioned
above, this paper aim to address the situation where
CLEs may be mixed in the evaluation, and the sit-
uation where incomplete assessments are caused by
a lack of comprehensive understanding of alterna-
tives, proposed transforming and decision-making
methods. The main contributions of this paper are
as follows:

(1) The transforming method when the compari-
son linguistic expressions are mixed in the evaluation
based on PLTS is proposed. And according to dif-
ferent situations, the result of the transforming was
modified to make it more consistent with the common
sense of expression.

(2) The method for correcting deviations caused
by incomplete assessments is proposed.

(3) The decision-making process is proposed in the
presence of both comparison linguistic expressions
and incomplete assessments.

(4) The restrictions and requirements for evaluators
have been reduced to some extent, and the flexibility
of using PLTS has been improved.

The rest of this paper is arranged as follows:
Section 2 reviews the basic research related to this
paper; In Section 3, we introduce the method of
transforming CLE into PLTSs, then revise the trans-
formed result; Section 4 introduce the comparison
when the incomplete assessments exist in evalua-
tion; The process of decision making when both
CLEs and incomplete assessments coexist is pre-
sented in Section 5; Section 6 shows an example that

illustrates the content of this research. Finally, Sec-
tion 7 summarizes the full paper and presents future
work.

2. Preliminaries

In recent years, scholars have done a lot of research
on related issues. In this section, we will briefly
review what is used or related in this paper.

2.1. The linguistic term sets

Definition 2.1. [33, 34] Let a linguistic term set be
S = {st|t = −τ, . . . ,−1, 0, 1, . . . , τ}, with odd car-
dinality where the midterm represents the assessment
of “approximately 0.5” or “indifference”, and the rest
linguistic labels are placed symmetrically around it.
Furthermore, [35] extended the discrete LTS to a con-
tinuous version:

S = {st|t ∈ [−τ, τ]}

A commonly used LTS is the additive LTS, which
has the following properties:

for i, j ∈ [−τ, τ] , if i ≤ j, then si ≤ sj

And the negation operator is

neg (si) = sj, such that i + j = 2τ + 1

Definition 2.2. [36] Let sα1 , sα2 . . . , sαN be N lin-
guistic terms, λ1, λ2, . . . , λN ≥ 0, then the combined
operational is

λ1sα1 ⊕ λ2sα2 ⊕ . . . ⊕ λNsαN

= sλ1α1+λ2α2+...+λNαN
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2.2. The probabilistic linguistic term sets

(1) The Concept of PLTS

Definition 2.3. [4] Let S = {st|t = −τ, . . . , −1,

0, 1, . . . , τ} be a LTS. Then a PLTS is defined as:

L (p) =
⎧⎨⎩L(k)

(
p(k)

)
|L(k) ∈ S, r(k) ∈ t, p(k) ≥ 0,

k = 1, 2, . . . , #L (p) ,

#L(p)∑
1

p (k) ≤ 1

⎫⎬⎭
where L(k)

(
p(k)

)
is the linguistic term L(k) associated

with the probability
(
pk

)
, r(k) is the subscript of L(k)

and #L (p) the number of all linguistic terms in L (p).
(2) The Basic Operation of LTS.

Definition 2.4. [4] Let L1 (p) =
{

L
(k)
1

(
p

(k)
1

)
|k = 1, 2, . . . , #L1 (p)} and L2 (p) =

{
L

(k)
2

(
p

(k)
2

)
|k = 1, 2, . . . , #L2 (p)} be two PLTSs as defined in
Definition 2.3. Then

L1 (p) ⊕ L2 (p)

= ⊕
L

(k)
1 ∈L1(p),L(k)

2 ∈L2(p)

{
p

(k)
1 L

(k)
1 ⊕ p

(k)
2 L

(k)
2

}

λL (p) = ⊕L(k)∈L(p)

{
λp(k)L(k)

}
, λ ≥ 0

λ1L1 (p) ⊕ λ2L2 (p)

= ⊕
L

(k)
1 ∈L1(p),L(k)

2 ∈L2(p)

{
λ1p

(k)
1 L

(k)
1 ⊕ λ2p

(k)
2 L

(k)
2

}
where λ1, λ2 ≥ 0.

(3) The Normalization of PLTS

In the case of
#L(p)∑

1
p (k) < 1, Pang et al. [27] define

the normalization of PLTS.

Definition 2.5. [4] Given a PLTS L (p) with
#L(p)∑

1
p (k) < 1, then the associated PLTS L̇ (p) is

defined by

L̇ (p) =
{

L(k)
(
ṗ(k)

)
|k = 1, 2, . . . , #L (p)

}

where ṗ(k) = p(k)/
#L(p)∑

1
p (k), for all k =

1, 2, . . . , #L (p).

Example 1. Let L1 (p) = {s1 (0.3) , s2 (0.5)}.
According to Definition 2.3, it can be obtained:

ṗ(1) = 0.3

0.3 + 0.5
= 0.375

ṗ(2) = 0.5

0.3 + 0.5
= 0.625

Therefore, after normalization,
.

L1 (p) =
{s1 (0.375) , s2 (0.625)}, denoted by

{s1 (0.3) ,s2 (0.5)} normalization→ {s1 (0.375) ,s2 (0.625)}

For ease of expression, the PLTS in the following
sections of the text defaults to PLTS after normalized.

(4) The Probabilistic Linguistic Weighted Averag-
ing (PLWA) Operator

In order to aggregation the information of PLTSs
with different weights, [41] proposed the PLWA oper-
ator.

Definition 2.6. [4] Let Li (p) =
{

L
(k)
i

(
p

(k)
i

)
|k = 1, 2, . . . , #Li (p)} (i = 1, 2, . . . , N) be N

PLTSs, where L
(k)
i and p

(k)
i are the kth linguistic

term and its probability respectively in Li (p). Then

PLWA(L1 (p),L2 (p), · · · , LN (p))

= w1 L1 (p) ⊕ w2 L2 (p) ⊕ · · · ⊕ wN LN (p)

= U
L(k)

1 ∈L1(p)

{
w1p

(k)
1 L

(k)
1

}
⊕U

L(k)
2 ∈L2(p)

{
w2p

(k)
2 L

(k)
2

}
⊕ · · ·

⊕U
L(k)

N ∈LN (p)

{
wNp

(k)
N L

(k)
N

}
is called the PLWA operator, where w = (w1, w2,

. . . , wN )T , wi ≥ 0, i = 1, 2, . . . N, and
N∑

i=1
wi = 1 is

the weight of Li (p)
In addition, some different aggregation operators

such as PLA operator, PLG operator, PLWG opera-
tor [4] are defined to aggregate information of PLTSs.
And DAWA operator, DAOWA operator [37] are pro-
posed to aggregate distribution assessments based on
LTSs.
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2.3. The Comparison between PLTSs

With reference to mathematical expectations and
deviation, Pang et al. [4] defined the score and the
deviation degree of the PLTS to compare PLTSs for
decision making.

Definition 2.7. [4]. Let L (p) defined as Definition
2.3. The score of L (p) is

E (L (p)) = sα, α =
#L(p)∑
k=1

r(k)p(k)

/ #L(p)∑
k=1

p(k)

The deviation degree of L (p) is

σ (L (p))

=
⎛⎝#L(p)∑

k=1

((
p(k)

(
r(k) − α

))2
)0.5

⎞⎠/ #L(p)∑
k=1

p(k)

The rules of comparison are as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)if E(L1(p)) > E(L2(p)), then L1(p) > L2(p)

(2)if E(L1(p)) < E(L2(p)), then then p[L1(p) < L2(p)

(3)if E(L1(p)) = E(L2(p)),

and if

⎧⎪⎨⎪⎩
σ(L1(p)) > σ(L2(p)), then L1(p) < L2(p)

σ(L1(p)) < σ(L2(p)), then L1(p) > L2(p)

σ(L1(p)) = σ(L2(p)), then L1(p) = L2(p)g

At the same time, with reference to the approaches
to ranking fuzzy numbers [38, 39], Bai et al. [8]
proposed the possibility degree formula for compare
PLTSs, to conquer the limitation of the loss of infor-
mation.

Definition 2.8. [8] Let L (p) defined as Definition
2.3. Let L− = min

(
r(k)

)
be the lower bound of L (p)

and L+ = max
(
r(k)

)
be the upper bound of L (p).

The possibility degree formula for comparing L1 (p)
and L2 (p) is

p (L1 (p) ≥ L2 (p)) = 0.5 ·
(

1 +
(
a (L1)− − a (L2)−

) + (
a (L1)+ − a (L2)+

)∣∣a (L1)− − a (L2)−
∣∣ + ∣∣a (L1)+ − a (L2)+

∣∣ + a (L1 ∩ L2)

)

Where a
(
L(k)

)
is the area of L(k) in the two-

dimensional orthogonal space, where the horizontal
axis is r(k) and the vertical axis isp(k), anda (L1 ∩ L2)
is the area of the intersection between L1 (p) and
L2 (p). And a (L)− and a (L)+ is the lower area and
upper area of L (p), respectively. a (L) is defined as
the area in the orthogonal region formed by p(k) (the
probability of L(k)) and r(k) (the subscript of L(k)).

And the method to cpmpare PLTSs is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

if p(L1 (p) ≥ L2 (p)) = 1, then L1(p) is absolutely superior to L2(p)

if p(L1 (p) ≥ L2 (p)) = 0, then L2(p) is absolutely superior to L1(p)

if p(L1 (p) ≥ L2 (p)) > p(L2 (p) ≥ L1(p)), then L1(p) is absolutely superior to L2(p)

if p(L1 (p) ≥ L2 (p)) < p(L2 (p) ≥ L1(p)), then L2(p) is absolutely superior to L1(p)

if p(L1 (p) ≥ L2 (p)) = 0.5, then L1(p) is equivalent to L2(p)

The detailed and intuitive definition of the area can
be found in [8].

2.4. Transforming CLE into PLTSs

When using heterogeneous grammar for expres-
sion, all the expression should be transformed into
one model. Rodrı́guez et al. [19] pointed out that all
the linguistic expressions should be transformed into
the HFLEs before the aggregation and comparison
when heterogeneous methods based on HFLTS are
used for expression. And in [19] Rodrı́guez et al.
defined a context-free grammar that generates sim-
ple but rich linguistic expressions that can be easily
represented by means of HFLTS.

Definition 2.9. [19] Let EGH be a function that
can transform linguistic expressions ll, which are
obtained by GH , into HFLTS HS . Where GH is
the context-free grammar, HS is a complement of
HFLTS, S is the linguistic term set that is used by
GH .
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EGH : ll → HS

And function EGH is defined as follows:

(1) EGH (si) = {si|si ∈ S}
(2) EGH (lessthansi) = {

sj|sj ∈ Sandsj ≤ si
}

(3) EGH (greaterthansi) ={
sj|sj ∈ Sandsj ≥ si

}
(4) EGH

(
betweensiandsj

) ={
sk|sk ∈ Sandsi ≤ sk ≤ sj

}
In this way, expressions with context-free grammar

can be transformed into HFLTS.

Example 2. Let S={
none, verylow, low, medium,

high, veryhigh, perfect
}

be a linguistic term set.

(1) EGH

(
verylow

) = {
verylow

}
(2) EGH (lowerthanhigh) ={

none, verylow, low, medium, high
}

(3) EGH (greaterthanhigh) ={
high, veryhigh, perfect

}
(4) EGH (betweenmediumandperfect) ={

medium, high, veryhigh, perfect
}

3. Transformation for the CLE

In some cases, due to incomplete information, or
limited by the subjectivity, it may be difficult to give
accurately evaluations using standard PLTS gramma.
However, CLEs, such as “His performance is better
than good”, or “He is taller than his brother”, is more
flexible, and it is convenient for evaluators to give
their own access [32].

For this situation, in this section, two main issues
are considered:

(1) When the comparison object is a linguistic
item, such as “His performance is better than good”,
we can use the method introduced in 2.4 to get the
corresponding HFLTS. But if the comparison object
is another alternative, such as “He is taller than his
brother”, and the height of his brother is assessed by
PLTS, how could the comparison linguistic expres-
sion be transformed at this time.

(2) In some cases, although the transformed results
are consistent with the original meaning of the expres-
sion to some extent, it is difficult to meet the common
sense in the expression.

3.1. Transforming CLEs into PLTS

Definition 3.1. Let GP be the gramma which com-
bines PLTSs and CLEs in order to help the experts
to express with more flexibility, and the CLEs given
by evaluators is denoted by cl. Forms of cl are as
follows:

(1) cl1 = lower than L1
(2) cl2 = greater than L1
(3) cl3 = lower than L1 and L2
(4) cl4 = greater than L1 and L2
(5) cl5 = between L1 and L2

Where L1 and L2 are the linguistic terms repre-
sented by PLTSs.

According to the CLEs given by the evaluators,
the method to transform to PLTSs is proposed as
follows:

Definition 3.2. Let PS be the gramma using standard
PLTSs. And let EGP be the function that can trans-
form CLEs cl, which are obtained by GP , into PLTSs
PS , i.e.: p[

EGP : cl → PS

According to the meaning of the comparison lin-
guistic expression, the function EGP is set as follows:

(1) EGP
(lower than L1)

=
#L1(p)∑

i=1

p
(i)
1 · EGH

(
lower than L

(i)
1

)
(2) EGP

(greater than L1)

=
#L1(p)∑

i=1

p
(i)
1 · EGH

(
greater than L

(i)
1

)
(3) EGP

(lower than L1 and L2)

=
#L1(p)∑

i=1

#L2(p)∑
j=1

p
(i)
1 p

(j)
2 · EGH

(
lower than min

(
L

(i)
1 , L

(j)
2

))
(4) EGP

(greater than L1 and L2)

=
#L1(p)∑

i=1

#L2(p)∑
j=1

p
(i)
1 p

(j)
2 · EGH

(
greater than max

(
L

(i)
1 , L

(j)
2

))
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Table 2
The evaluations using PLTSs combines with CLEs

A1 A2 A3

M1 {s−2 (0.4) , s−1 (0.6)} {s1 (0.5) , s2 (0.5)} cl
M2 {s−1 (1)} {s1 (0.2) , s2 (0.8)} {s0 (0.9) , s1 (0.1)}

(5) EGP
(between L1 and L2)

=
#L1(p)∑

i=1

#L2(p)∑
j=1

p
(i)
1 p

(j)
2 EGH

(
between L

(i)
1 and L

(j)
2

)

Where p
(i)
1 and L

(i)
1 are the i-th probability and lin-

guistic term corresponding to L1; p(j)
2 and L

(j)
2 are the

j-th probability and linguistic term corresponding to
in L2; EGH is the function that can transform linguis-
tic expressions into HFLTS, and has been introduced
in Definition 2.9.

Example 3. Two experts M1 and M2 need to assess
alternative A1, A2 and A3, using PLTSs combine
with CLEs. And S = {s−3, s−2, s−1, s0, s1, s2, s3}.
The evaluations are shown in Table 2. Since M1 uses
a CLE in the evaluation, it is necessary to determine
the PLTS corresponding to cl according to other eval-
uations of M1.

There are five cases of forms according to the
different forms of cl given by M1, and the possi-
ble PLTS-based evaluations transformed of A3 are
as follows:

Case1 : EGP (lower than L1)

= 0.4 ·
{

s−3

(
1

2

)
, s−2

(
1

2

)}
⊕ 0.6 ·

{
s−3

(
1

3

)
, s−2

(
1

3

)
, s−1

(
1

3

)}
=

{
s−3

(
2

5

)
, s−2

(
2

5

)
, s−1

(
1

5

)}

Case2 : EGP (greater than L1)

= 0.4 ·
{

s−2

(
1

6

)
, s−1

(
1

6

)
, s0

(
1

6

)
,

s1

(
1

6

)
, s2

(
1

6

)
, s3

(
1

6

)}
⊕ 0.6 ·

{
s−1

(
1

5

)
,

s0

(
1

5

)
, s1

(
1

5

)
, s2

(
1

5

)
, s3

(
1

5

)}

=
{

s−2

(
1

15

)
, s−1

(
14

75

)
, s0

(
14

75

)
, s1

(
14

75

)
,

s2

(
14

75

)
, s3

(
14

75

)}

Case3 : EGP (lower than L1 and L2)

= 0.4 · 0.5 ·
{

s−3

(
1

2

)
, s−2

(
1

2

)}
⊕ 0.4 · 0.5

·
{

s−3

(
1

2

)
, s−2

(
1

2

)}
⊕ 0.6 · 0.5 ·

{
s−3

(
1

3

)
,

s−2

(
1

3

)
, s−1

(
1

3

)}
⊕ 0.6 · 0.5 ·

{
s−3

(
1

3

)
,

s−2

(
1

3

)
, s−1

(
1

3

)}
=

{
s−3

(
2

5

)
, s−2

(
2

5

)
,

s−1

(
1

5

)}

Case4 : EGP (lower than L1 and L2)

= 0.4 · 0.5 ·
{

s1

(
1

3

)
, s2

(
1

3

)
, s3

(
1

3

)}
⊕ 0.4 · 0.5 ·

{
s2

(
1

2

)
, s3

(
1

2

)}
⊕ 0.6 · 0.5

·
{

s1

(
1

3

)
, s2

(
1

3

)
, s3

(
1

3

)}
⊕ 0.6 · 0.5

·
{

s2

(
1

2

)
, s3

(
1

2

)}
=

{
s1

(
1

6

)
, s2

(
5

12

)
,

s3

(
5

12

)}

Case5 : EGP
(beween L1 and L2)

= 0.4 · 0.5 ·
{

s−2

(
1

4

)
, s−1

(
1

4

)
, s0

(
1

4

)
s1

(
1

4

)}
⊕ 0.4 · 0.5 ·

{
s−2

(
1

5

)
, s−1

(
1

5

)
, s0

(
1

5

)
, s1

(
1

5

)
,
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s2

(
1

5

)}
⊕ 0.6 · 0.5 ·

{
s−1

(
1

3

)
, s0

(
1

3

)
, s1

(
1

3

)}
⊕ 0.6 · 0.5

{
s−1

(
1

4

)
, s0

(
1

4

)
, s1

(
1

4

)
, s2

(
1

4

)}
=

{
s−2

(
9

100

)
, s−1

(
53

200

)
, s0

(
53

200

)
, s1

(
53

200

)
,

s2

(
53

200

)}

Remark.
(1) Using the function EGH defined by Rodrı́guez

[19] introduced in Section 2.4, we can get the corre-
sponding HFLTS rather than PLTS. But the HFLTS
can be regarded as a PLTS, which the probability of
each item is equal [4]. Therefore, we can directly rep-
resent the HFTLTs obtained by the function EGH as
PLTSs with each term has equal probability.

(2) When two PLTS have the same term,
the linguistic set between the two PLTS maybe
∅. For example, L3 = {s0 (0.4) , s1 (0.6)}, L4 =
{s1 (0.2) , s2 (0.8)}.
EGP

(beween L3 and L4)

= 0.4 · 0.2 · {s0 (0.5) , s1 (0.5)} ⊕ 0.4 · 0.8 ·
{

s0

(
1

3

)
,

s1

(
1

3

)
, s2

(
1

3

)}
⊕ 0.6 · 0.2 · ∅ ⊕ 0.6 · 0.8

· {s1 (0.5) , s2 (0.5)} =
{

s0

(
1

6

)
, s1

(
61

150

)
, s2

(
23

75

)}
In the transformed PLTS,

1

6
+ 61

150
+ 23

75
< 1

At this time, the method of Definition 2.4. [Pang]
in Section 2.2 is needed for normalization after trans-
formation.{

s0

(
1

6

)
, s1

(
61

150

)
, s2

(
23

75

)}
normalization→

{
s0

(
25

132

)
, s1

(
61

132

)
, s2

(
23

66

)}
(3) When using CLEs, L1 or L2 in the comparison

linguistic expression is the evaluation of alternatives
1 or 2 by the same evaluator.

(4) When the object to be compared is also a CLE,
the transformation can be performed sequentially. For
example, L1 is a PLTS, and L2 is better than L1, and L3

is better than L2. Then, the PLTS of L2 can be deter-
mined firstly, and then the PLTS of L3. If the results
of the comparison are contradictory, these evaluations
are deemed to be invalid evaluations.

3.2. Adjustment the Probability in PLTSs

After the above process, the CLEs can be
transformed into PLTSs. But this process only
satisfies the basic semantics, there are still problems
that are not consistent with the actual common
sense. For example, in Example 4. If the CLE of
cl is “greaterthanL1”, then the obtained PLTS is{

s−2

(
1

15

)
, s−1

(
14
75

)
, s0

(
14
75

)
, s1

(
14
75

)
, s2

(
14
75

)
,

s3

(
14
75

)}
. It shows that expert M1’s evaluation of

A3 is between “very low” and “perfect”, and the
probability between “low” and “perfect” is equal.
This result is very far from our common sense. It
is cannot be explained that A3 has a great chance
to reach a good evaluation, such as perfect, with
the expression “greaterthanL1 (which has low
evaluation)”, especially when it’s known that M2’s
evaluation of A3 is {s0 (0.9) , s1 (0.1)}.

The above transforming process only determines
the interval of PLTS and structure probability infor-
mation. It still lacks specific probability information
that matches the actual situation. So, in this case, the
following principles should be met:

(1) Respect the clear message given by evaluator
in the evaluation, i.e., strictly adhere to the intervals
identified in the evaluation given by evaluator, and
the calculated structural probability information.

(2) Supplement missing probability information
based on other known information.i

In order to define the degree of influence on one
probability, then adjust the probability, the probabil-
ity adjustment operator (PA operator) is proposed:

Definition 3.3. Let LE (p) = EGP (cl) =
{

s
r

(1)
E(

p
(1)
E

)
, . . . , s

r
(u)
E

(
p

(u)
E

)
, . . . , s

r
(U)
E

(
p

(U)
E

)}
be

a PLTS transformed by CLE using the method

proposed in Section 3.1. L(i) (p) =
{

s
r

(1)
i

(
p

(1)
i

)
,

. . . , s
r

(v)
i

(
p

(v)
i

)
, . . . , s

r
(V )
i

(
p

(V )
i

)}
, i = 1, 2, . . . ,

N be N known evaluations of the same object. The
PA operator is defined as:

PA
(
s
r

(u)
E

, s
r

(v)
i

)
=

μ
(
r

(u)
E

)
∑U

u=1 μ
(
r

(u)
E

)
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Fig. 1. Image of function μ (a) Image of μ
(
r

(u)
E , r

(v)
i

)
when r

(1)
E ≤ r

(v)
i ≤ r

(U)
E (b) Image of μ

(
r

(u)
E , r

(v)
i

)
when r

(v)
i ≤ r

(1)
E ≤ r

(U)
E .

shows the effect on the probability of s
r

(u)
E

when the

evaluation s
r

(v)
i

of the same object is known. Where

μ
(
r

(u)
E , r

(v)
i

) = − k · (∣∣r(u)
E − r

(v)
i

∣∣ + max
{
r

(u)
E − r

(1)
E , r

(U)
E

−r
(u)
E

}) + b, u = 1, 2, . . . , U; k, b > 0

And the probability adjusted PLTS is LAP (p) ={
s
r

(1)
AP

(
ṗ

(1)
AP

)
, . . . , s

r
(u)
AP

(
ṗ

(u)
AP

)
, . . . , s

r
(U)
AP

(
ṗ

(U)
AP

)}
,

where

p
(u)
AP = 1

N

N∑
i=1

V∑
v=1

p
(v)
i · PA

(
s
r

(u)
E

, s
r

(v)
i

)
· p

(u)
E

The adjusted PLTS
{

s
r

(1)
AP

(
p

(1)
AP

)
, . . . , s

r
(u)
AP(

p
(u)
AP

)
, . . . , s

r
(U)
AP

(
p

(U)
AP

)}
can be obtained. And

now
U∑

u=1
p

(u)
AP ≤ 1, the normalization introduced in

Section 2.2 is needed:{
s
r

(1)
AP

(
p

(1)
AP

)
, . . . , s

r
(u)
AP

(
p

(u)
AP

)
, . . . , s

r
(U)
AP

(
p

(U)
AP

)}
normlization→

{
s
r

(1)
AP

(
ṗ

(1)
AP

)
, . . . , s

r
(u)
AP

(
ṗ

(u)
AP

)
, . . . ,

s
r

(U)
AP

(
ṗ

(U)
AP

)}
At this point, the probability-adjusted PLTS

LAP (p) can be obtained.

Remark.
(1) The function μ

(
r

(u)
E , r

(v)
i

)
is defined in the

interval
[
r

(1)
E , r

(U)
E

]
. Set the value according to the dis-

tance from r
(v)
i : the closer to r

(v)
i , the larger the value.

Take the maximum value when r
(u)
E = r

(v)
i , and take

the minimum value b at the farthest distance from
r

(v)
i in the function domain. k and b are the parame-

ters of the function, and can be set according to the
situation: When the credibility of other experts’ eval-

uation is high, a larger value of k (image is sharper
and steeper) and a smaller value of b (smaller value at
both ends) can be set, vice versa. Two image examples
are shown in Fig. 1.

(2) The known evaluations of the same object
L(i) (p) should not be ∅. Although many methods,
such as [40], can determine feasible spaces based on
multiple comparisons. However, in this study, PLTS-
based evaluation methods were used, and a large
number of evaluations were not performed according
to grammar, indicating that the evaluators had limited
cognition of the subject, or that the selected evalua-
tion method needed to be corrected. So this situation
will not be discussed.

(3) Intuitively, the process of probability correction
is similar to signal filtering. Each known evaluation
can be seen as a filter, which can be superimposed
into a total filter according to probability weights.
An example of the process of probability correction
is shown in Fig. 2.

Example 5. In the context of Example 4. When the
CLE of cl is “greater than L1”, then the obtained
PLTS after probability adjustment is:

Borrowing the results in Example 4., the PLTS
before probability adjustment is

LE (p) =
{

s−2

(
1

15

)
, s−1

(
14

75

)
, s0

(
14

75

)
,

s1

(
14

75

)
, s2

(
14

75

)
, s3

(
14

75

)}
There is only one known evaluation of the same

object,

L(i) (p) = {s0 (0.9) , s1 (0.1)}
According to Definition 3.3. we can first calculate

the PA operators. In this example, we set k, b = 1 in
function μ.

μ (−2, 0) = 2, μ (−1, 0) = 3, μ (0, 0) = 4, μ (1, 0) = 3,
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Fig. 2. Process of probability correction. When the PLTS given by another evaluator is known to be {s0 (0.5) , s1 (0.5)}, and the transformed
PLTS is {s−3 (0) , s−2 (0) , s−1 (0.2) , s0 (0.2) , s1 (0.2) , s2 (0.2) , s3 (0.2)}, k, b = 1.

μ (2, 0) = 2, μ (3, 0) = 1

μ (−2, 1) = 1, μ (−1, 1) = 2, μ (0, 1) = 3, μ (1, 1) = 4,

μ (2, 1) = 3, μ (3, 1) = 2

PA (s−2, s0) = 2

15
, PA (s−1, s0) = 1

5
, PA (s0, s0) = 4

15
,

PA (s1, s0) = 1

5
, PA (s2, s0) = 2

15
, PA (s3, s0) = 1

15

PA (s−2, s1) = 1

15
, PA (s−1, s1) = 2

15
, PA (s0, s1) = 1

5
,

PA (s1, s1) = 4

15
, PA (s2, s1) = 1

5
, PA (s3, s1) = 2

15
Then calculate the adjusted probability:

p
(1)
AP = 0.9 · 2

15
· 1

15
+ 0.1 · 1

15
· 1

15
,

p
(2)
AP = 0.9 · 1

5
· 14

75
+ 0.1 · 2

15
· 14

75

p
(3)
AP = 0.9 · 4

15
· 14

75
+ 0.1 · 1

5
· 14

75
,

p
(4)
AP = 0.9 · 1

5
· 14

75
+ 0.1 · 4

15
· 14

75

p
(5)
AP = 0.9 · 2

15
· 14

75
+ 0.1 · i

1

5
· 14

75
,

p
(6)
AP = 0.9 · 1

15
· 14

75
+ 0.1 · 2

15
· 14

75

After normalization, the probability-adjusted
PLTS can be obtained.

LAP (p) = {s−2 (0.047) , s−1 (0.209) , s0 (0.285) ,

s1 (0.227) , s2 (0.151) , s3 (0.081)}

It can be seen from the results that the adjusted
PLTS not only completely conforms to the semantics
of “greater than L1”, but also the probability dis-
tribution is concentrated around s−1, s0, s1, which is
more in line with common sense.

4. Comparison for the incomplete assessment

In previous research, when making decisions, eval-
uators is often required to evaluate all alternatives
[1]. But in some cases, it is difficult for evaluators
to have a comprehensive understanding of all alter-
natives, preventing evaluators from evaluating some
of alternatives. Some deviations due to the subjec-
tive factors of the evaluator will have an impact on
the evaluation. For example, one evaluator assesses
the alternatives honestly, but his standard was obvi-
ously stricter than others. At this point, alternatives
not evaluated by him will inadvertently benefit.

In the fields of management and medicine, it is
often necessary to modify various subjective evalua-
tions [42, 43], but the methods seem not to be directly
applied to the PLTS evaluation system. For this rea-
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son, a scoring correction function (SC function) is
proposed in this section, which is used to correct the
impact caused by the different subjective standard of
the evaluator.

Definition 4.1. Evaluators M1, M2, . . . , MN use
PLTSs to assess alternatives A1, A2, . . . , AM . And
S = {st|t = −τ, . . . , −1, 0, 1, . . . , τ}. Lij (p) ={

L
(k)
ij

(
p

(k)
ij

)
|L(k)

ij ∈ S, r
(k)
ij ∈ t, p

(k)
ij ≥ 0, k = 1, 2,

. . . , #Lij

(
pij

)
,

#Lij(pij)∑
1

pij (k) = 1

}
is the nor-

malized PLTS evaluated by the i-th evaluator of
the j-th alternative (i ∈ [1, N] , andi ∈ Z+; j ∈
[1, M] , andj ∈ Z+), where r

(k)
ij is the subscript of

L
(k)
ij and #Lij (p) the number of linguistic terms in

Lij (p).
Select the evaluation of some of alternatives by

some of evaluators as the reference domain D. It is
required that any alternative in the reference domain
is evaluated by more than � of the evaluators. And
the evaluator should evaluate more than � of the
alternatives, where �, � ∈ [0, 1]. At the same time,
expressions with PLTSs must be provided in the ref-
erence domain, without any CLEs. In this paper, we
consider that the average score of an evaluator in the
reference domain can reflect the evaluator’s scoring
standard.

Then, for Lij (p) =
{

L
(k)
ij

(
p

(k)
ij

)
|L(k)

ij ∈ S, r
(k)
ij

∈ t, p
(k)
ij ≥ 0, k = 1, 2, . . . , #Lij

(
pij

)
,

#Lij(pij)∑
1

pij

(k) = 1} the SC function is defined as

SC
(
Lij (p)

) = \Lij (p) =
{

s
r̂ij

(
p̂

(1)
ij

)
, s

r̂ij+1

(
p̂

(2)
ij

)}
Subject to⎧⎪⎨⎪⎩

#Lij (p)∑
k=1

r(k)p(k)−
[
r̂ij · p̂

(1)
ij − (

r̂ij + 1
) · p̂

(2)
ij

]
=αDi

− αD

p̂
(1)
ij + p̂

(2)
ij = 1

where α is defined in Definition 2.7. [pang]. αD is the
value of PLTS in the reference domain D, and αDi is
the value of the alternatives in the reference domain
given by evaluator i.

Then, the corrected PLTS \Lij (p)p can be cal-
culated. In this way, SC function can be used to
eliminate the effects caused by different scoring stan-
dards.

Remark.
(1) The value of� and � should be determined

based on the amount of data. Intuitively, the reference
domain responds to the evaluator’s scoring difference
by comparing evaluations of common alternatives.
When the number of evaluators and alternatives is
large, the value can be set relatively low. Because
when the number increases, the evaluation will grad-
ually converge to the true value. And when the amount
of data is small, the value of � and � should be set
higher.

(2) When comparing the revised evaluations, the
method in Definition 2.7. [4] is used, because this
method is simpler to operate and conforms to the
semantics of most PLTS expressions. However, the
variance is focused on the degree of stability, so
we do not use the part that compares variance
when the scores are the same, i.e. we think that
there is no difference for PLTSs with the same
score.

(3) If there is (are) term(s) in the corrected PLTS
exceed the LTS interval, this (these) item(s) is (are)
modified as the largest item in LTS.

Then, we use an example to illustrate the main
idea of our method for readers’ easy understand-
ing.

Example 6. Three experts M1, M2 and M3 need
to assess alternative A1, A2, A3, A4 and A5.
And S = {s−3, s−2, s−1, s0, s1, s2, s3}. The evalua-
tions are shown in Table 3. Where “-” indicates that
the evaluation is not provided.

Due to the small number of reviewers and alter-
natives, both � and � are required to be 1. So the
evaluations of A2, A3 and A4 given by M1, M2 and
M3, are set to be the reference domain.

αD =
[(−2) · 0.3 + (−1) · 0.7 + 0 · 1 + 1 · 0.8 + 2 · 0.2 + 0 · 1 + 1 · 1+

1 · 0.4 + 2 · 0.6 + (−1)
∫ ·1 + 0 · 1 + 1 · 1]

/9 = 0.278

αD1 = [(−2) · 0.3 + (−1) · 0.7 + 0 · 1 + 1 · 0.8 + 2 · 0.2] /3 = −0.1
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Table 3
The evaluations using PLTSs combines with incomplete assessment

A1 A2 A3 A4 A5

M1 {s−2 (1)} {s−2 (0.3) , s−1 (0.7)} {s0 (1)} {s1 (0.8) , s2 (0.2)} –
M2 – {s0 (1)} {s1 (1)} {s1 (0.4) , s2 (0.6)} {s3 (1)}
M3 {s−2 (1)} {s−1 (1)} {s0 (1)} {s1 (1)} {s2 (1)}

Table 4
The evaluations after scoring correction

A1 A2 A3 u A4 A5

M1 {s−2 (0.622) , s−1 (0.378)} {s−1 (0.922) , s0 (0.078)} {s0 (0.622) , s1 (0.378)} {s1 (0.422) , s2 (0.578)} –
M2 – {s−1 (U0.589) , s0 (0.411)} {s0 (0.589) , s1 (0.411)} {s1 (0.989) , s2 (0.011)} {s2 (0.589) , s3 (0.411)}
M3 {s−2 (0.722) , s−1 (0.278)} {s−1 (0.722) , s0 (0.278)} {s0 (0.722) , s1 (0.278)} {s1 (0.722) , s2 (0.278)} {s2 (0.722) , s3 (0.278)}

αD2 = [0 · 1 + 1 · 1 + 1 · 0.4 + 2 · 0.6] /3 = 0.867

αD3 = [(−1) · 1 + 0 · 1 + 1 · 1] /3 = 0

Then, it can be calculated that

SC (L11 (p)) = \L11 (p) =
{

s
r̂11

(
p̂

(1)
11

)
, s

r̂11+1

(
p̂

(2)
11

)}
Subject to⎧⎨⎩ (−2) −

[
r̂ij · p̂

(1)
ij − (

r̂ij + 1
) · p̂

(2)
ij

]
= (−0.1) − 0.278

p̂
(1)
ij + p̂

(2)
ij = 1

And \L11 (p) can be calculated:

\L11 (p) = {s−2 (0.622) , s−1 (0.378)}
Similarly, other PLTSs can be corrected, and the

evaluations after scoring correction is shown in
Table 4.

5. Decision-making with CLEs and
incomplete assessments

When making decisions based on PLTS, if there
are CLEs and incomplete assessments in evaluation,
the following steps can be used to make decisions.

Step 1. Set the value of � and � according to the
number of evaluators and alternatives, and the nature
of the problem, and then determine the reference
domain. After that, adjust the evaluation using the
method of Definition 4.1.

Step 2. When there are CLEs in the evaluation results,
we can use the method in Definition 3.2. to transform

them to PLTSs, and then use the method in Definition
3.3. to modify it.

Step 3. Use the method in Definition 2.7. [4] to com-
pare PLTSs and make optimal decisions.

6. A case study

In this section, we use a concrete example to show
the decision-making process based on PLTSs with
CLEs and incomplete assessments.

Example 7. A movie website allows the client to
use PLTS to evaluate the quality of movies after
watching. And set 50 popular movies as the ref-
erence domain. After the user has evaluated 40 of
them (using PLTS), set this client as a potential
reviewer. Movies outside the reference domain can
be evaluated in two ways: using PLTS or comparing
with evaluated movies. Now the website is assess-
ing 4 science fiction movies released in 2019, and
refer to the evaluations of 4 potential reviewers. Let
S = {st|t = −3, −2, −1, 0, 1, 2, 3}be the LTS. It is
known that the average evaluation of all potential
reviewers’ for the movies in reference domain is
1.29, i.e. αD = 1.29, and The average evaluation
given by the 4 reviewers are: 1.5, 0.5, 1.67, 1.5, i.e.
αD1 = 1.5, αD2 = 0.5, αD3 = 1.67, αD4 = 1.5. The
original evaluation given by the reviewers is shown
in Table 5. Where L∗1 is a movie in the reference
domain which M1 having given its evaluation, and
L∗1 = {s2 (1)}. If reviewers think they cannot evalu-
ate one movie, they can give up the chance to give
their evaluations, which denoted as “-”.

Step 1. According to the situation given, it can be
calculated that
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Table 5
The original evaluation given by the reviewers

A1 A2 A3 A4

I1 {s−1 (0.3) , s0 (0.7)} {s2 (0.2) , s3 (0.8)} between L∗1 and L11 {s−2 (1)}
M2 {s−2 (1)} {s2 (0.5) , s3 (0.5)} {s0 (0.8) , s1 (0.2)} –
M3 – {s3 (1)} – {s−1 (0.8) , s0 (0.2)}
M4 {s−1 (0.3) , s0 (0.7)} {s2 (0.2) , s3 (0.8)} {s1 (1)} lower than L41

Table 6
The corrected evaluation

A1 A2 A3 A4

M1 {s−1 (0.51) , s0 (0.49)} {s2 (0.41) , s3 (0.59)} between L∗1 and L11 {s−3 (0.21) , s−2 (0.79)}
M2 {s−2 (0.21) , s−1 (0.79)} {s3 (1)} {s0 (0.01) , s1 (0.99)} –
M3 – {s2 (0.38) , s3 (0.62)} – {s−2 (0.18) , s−1 (0.82)}
M4 {s−1 (0.51) , s0 (0.49)} {s2 (0.41) , s3 (0.59)} {s0 (0.21) , s1 (0.79)} lower than L41

SC (L11 (p)) = \L11 (p) =
{

s
r̂11

(
p̂

(1)
11

)
, s

r̂11+1

(
p̂

(2)
11 i

)}
Subject to

⎧⎪⎪⎨⎪⎪⎩
(−2) · 0.3 + 0 · 0.7 −

[
r̂11 · p̂

(1)
11 − (

r̂11 + 1
) · p̂

(2)
11

]
= 1.5 − 1.29

p̂
(1)
11 + p̂

(2)
11 = 1

So, \L11 (p) = {s−1 (0.51) , s0 (0.49)}
Similarly, other corrected evaluations can be calcu-

lated, the corrected evaluations are shown in Table 6.

Step 2. Translate CLEs in evaluations into PLTSs.

EGP (beween L∗1and L11)

= 1 · 0.51 ·
{

s−1

(
1

3

)
, s0

(
1

3

)
, s1

(
1

3

)}
⊕1 · 0.49 ·

{
s0

(
1

2

)
, s1

(
1

2

)}
= {s−1 (0.170) , s0 (0.415) , s1 (0.415)}
According to Definition 3.3. we can calculate the

PA operators. In this example, we set k, b = 1 in func-
tion μ.

μ (−1, 0) = 1, μ (0, 0) = 2, μ (1, 0) = 1

μ (−1, 1) = 1, μ (0, 1) = 2, μ (1, 1) = 3

PA (s−1, s0) = 1

4
, PA (s0, s0) = 1

2
, PA (s1, s0) = 1

4

PA (s−1, s1) = 1

6
, PA (s0, s1) = 1

3
, PA (s1, s1) = 1

2

p
(1)
AP = 1

2

[
0.01 · 1

4
· 0.170 + 0.99 · 1

6
· 0.170

+0.21 · 1

4
· 0.170 + 0.79 · 1

6
· 0.170

]
= 0.030,

p
(2)
AP = 1

2

[
0.01 · 1

2
· 0.415 + 0.99 · 1

3
· 0.415

+0.21 · 1

2
· 0.415 + 0.79 · 1

3
· 0.415

]
= 0.145,

p
(3)
AP = 1

2

[
0.01 · 1

4
· 0.415 + 0.99 · 1

2
· 0.415

+0.21 · 1

4
· 0.415 + 0.79 · 1

2
· 0.415

]
= 0.196,

{s−1 (0.030) , s0 (0.145) , s1 (0.196)}
normalazition→ {s−1 (0.081) , s0 (0.391) , s1 (0.528)}
Similarly,

EGP
(lower than L41)

= {s−3 (0.063) , s−2 (0.092) , s−1 (0.087) , s0 (0.021)}
normalazition→ {s−3 (0.24) , s−2 (0.35) , s−1 (0.33) , s0 (0.08)}

Then, the transformed evaluation is shown in
Table 7.
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Table 7
The transformed evaluation

A1 A2 A3 A4

M1 {s−1 (0.51) , s0 (0.49)} {s2 (0.41) , s3 (0.59)} {s−1 (0.081) , s0 (0.391) , s1 (0.528)} {s−3 (0.21) , s−2 (0.79)}
M2 {s−2 (0.21) , s−1 (0.79)}. {s3 (1)} {s0 (0.01) , s1 (0.99)}
M3 – {s2 (0.38) , s3 (0.62)} –
M4 {s−1 (0.51) , s0 (0.49)} {s2 (0.41) , s3 (0.59)} {s0 (0.21) , s1 (0.79)} {s−3 (0.24) , s−2 (0.35) , s−1 (0.33) , s0 (0.08)}

Step 3. Compare alternatives using Definition 2.7.
[4].

α1 = 1

3
[(−1) · 0.51 + 0 · 0.49 + (−2) · 0.21

+ (−1) · 0.79 + (−1) · 0.51 + 0 · 0.49] = −0.743

α2 = 1

4
[2 · 0.41 + 3 · 0.59 + 3 · 1 + 2 · 0.38

+3 · 0.62 + 2 · 0.41 + 3 · 0.59] = 2.7

α3 = 1

3
[(−1) · 0.081 + 0 · 0.391 + 1 · 0.528

+0 · 0.01 + 1 · 0.99 + 0 · 0.21 + 1 · 0.79] = 0.742

α4 = 1

3
[(−3) · 0.21 + (−2) · 0.79 + (−2) · 0.18

+ (−1) · 0.82 + (−3) · 0.24 + (−2) · 0.35

+ (−1) · 0.33 + 0 · 0.08] = −1.713

So,

α2 > α3 > α1 > α4

We rank the films in descending order: A2, A3,

A1, A4.
In the above process, the decision-making based

on PLTSs with CLEs and incomplete assessments
is solved. In this example, it takes several hours
to watch and understand a movie, and people tend
to evaluate after watching it shortly. The interval
between the evaluations of two movies to be eval-
uated may be weeks, months, or even years. The
reviewer may not remember the specific evaluation
(PLTS given before) given to a movie before, but it
is relatively easy to give a comparative relationship
(〈〈The godfather II〉〉 is better than 〈〈The godfather
III〉〉) with each other. At the same time, it is very
impractical to require reviewers to watch all movies
and give reviews. Therefore, in the case of support-
ing comparison linguistic expressions and incomplete
assessment, it is very convenient to use PLTS for eval-
uation. This process can relax the requirements for
evaluators, making evaluation and decision-making
more accurate and flexible.

7. Conclusion

This paper designs solutions to the problems often
encountered in the evaluation process: The first
is when the evaluator cannot provide an accurate
evaluation, but can provide a comparison relation-
ship between alternatives, a method for transforming
CLEs into PLTSs is proposed; At the same time,
according to the information provided by other evalu-
ators, the transformed PLTSs were adjusted to make
them more in line with common sense, improving
the flexibility and practicability of the evaluation.
Then, a method of correcting deviations when the
evaluator has difficulty evaluating all alternatives
is proposed. This method corrects deviations that
may occur when the number of evaluations is not
equal, and reduces the requirements for evaluators
and makes it easier to evaluate. A decision-making
method is proposed for situations where there are both
CLEs and incomplete assessments. This study can
relax the requirements for evaluators, making evalua-
tion and decision-making more accurate and flexible,
and expand the range of use of the PLTS.

Although the method proposed in this paper relaxes
the requirements for evaluation, the many necessary
requirements still remain. When certain conditions
are not met, large deviations or unreasonable deci-
sion may be brought. And the range of influence of
inaccurate evaluation will increase to some extent.
An unreasonable evaluation may not only affect its
own evaluation, but also affect other reasonable eval-
uations.

In future work, we need to further understand the
deep meaning of human expression. Understand the
exact semantics expressed in different situations. And
further study the methods of fusion and comparison
for the various heterogeneous data in the context of
big data application. On the basis of this study, we can
use the model of fuzzy sets to take uncertainty into
account, such as the type-2 fuzzy envelope of hesitant
fuzzy linguistic term set proposed in [45]. In addition
to the differences in the strictness of the standards pro-
posed in this paper, there are many evaluation biases
due to subjective limitations. In the future, we can
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combine the characteristics of consistency and con-
sensus to further improve the rationality and fairness
of decision-making and assessment.
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