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A management of early warning and risk
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Abstract. According to the previous management of early warning and risk control methods, the efficiency of management
prediction is low, the effect is not good, and the disadvantages are very obvious. This paper mainly studies the C4.5 algorithm,
Apriori algorithm and K-means algorithm. On the basis of association rules, the data from the above three algorithms are
fused. On the fusion results of the processed data, it builds and optimizes the early warning model. The fusion data used in
this model can be regarded as the basic data and the association rules are used for data mining. The experimental results show
that data fusion can solve the problems of management early warning and risk control. This method is applied to enterprises
Management has reference value.
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1. Introduction

Almost all the enterprises that fall into the crisis of
operation and management take financial crisis as a
sign [1]. The emergence of financial crisis has a grad-
ual and deteriorating process, which will eventually
be reflected through financial indicators. Therefore,
as an important part of business management [2, 3],
financial management naturally requires the estab-
lishment of corresponding financial early warning
system [4]. It is of great research value and practi-
cal significance to build an effective early warning
model of financial crisis, to get early warning signals
of serious deterioration of the financial situation of
listed companies as soon as possible, and to meet the
increasingly urgent needs of stakeholders [5, 6]. In
addition, it is of great practical significance to cor-
rectly predict the financial risks of enterprises for the
protection of the interests of investors and creditors,
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the prevention of financial crisis by operators, and
the supervision of the quality of listed companies and
the risk of securities market by government depart-
ments [7]. This paper proposes a data fusion mining
management early warning and risk control method
[8–10]. This method can comprehensively analyze
the hidden internal relations between the results of
operation and management and various financial data,
take effective measures to promote the reform of oper-
ation and management, and improve the effectiveness
and quality of management decisions.

2. C4.5 algorithm

In 1986, J. Ross Quinlan published a paper entitled
“induction of decision trees” in Machine Learning
Journal, and introduced a new ID3 algorithm [11].
The traditional ID3 algorithm uses information gain
to select the attributes from the candidate attributes
at each step of the growth tree, and measures the
homogeneity of the samples with entropy.
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2.1. Attribute metrics

Given a sample set S that contains concepts about
a goal, if the target attribute has c different values,
the classification of S relative to c States is defined as
[12–14]:

Entropy(s) =
c∑

i=1

−pi log2 pi (1)

Where pi is the proportion of category i in S.
The information Gain (S, A) of an attribute A rel-

ative to the sample set S is defined as

Gain(S, A) = Entropy(S) −
∑

v∈Values(A)

|Sv|

S
Entropy(Sv) (2)

Among them, Values(A) is a set of all possible
values of attribute A, and Sv is a subset of the value
V of attribute A in S, that is Sv = {s ∈ S|A(s) = v}.

The principle that ID3 algorithm chooses attribute
a as the test attribute is to maximize the informa-
tion Gain(S, A) in formula (2). This algorithm tends
to choose the attributes with more values, because
the weighted sum method makes the classification
of instance set tend to discard the data tuples with
small data amount, but the attributes with more values
are not always the optimal attributes. That is to say,
according to the principle of minimizing the entropy
value and maximizing the information gain, ID3 algo-
rithm is listed as the attribute to be selected, which
will not provide too much information for testing.

There is a drawback in ID3 algorithm that informa-
tion gain is used as the test attribute selection method:
because information gain measurement tends to have
more attributes, but the attributes with more values
are not necessarily the best attributes.

In order to solve this problem, Quinlan proposes
C4.5 algorithm, which modifies the classification
evaluation function and uses the information gain rate
to replace the information gain as the classification
evaluation function. It is not only the successor of
ID3 algorithm, but also the basis of many decision
tree algorithms. In the decision tree algorithm applied
to single machine, C4.5 algorithm not only has high
classification accuracy, but also has the fastest speed.

Information gain ratio punishes multi valued
attributes by adding an item called split information,
which is used to measure the breadth and uniformity
of attribute split data.

SplitInfo(S, A) = −
c∑

i=1

|Si|

|S|
log2

|Si|

|S|
(3)

Where, S1 to Sc, it refers to the c sample set formed
by dividing S by attribute A of c values. Noting that
split information is actually S values for attribute A.

The information gain rate is equal to the ratio of
information gain to segmentation information.

GainRatio(S, A) = Gain(S, A)

SplitInfo(S, A)
(4)

2.2. C4.5 algorithm description

Based on ID3, C4.5 algorithm integrates the pro-
cessing of continuous attribute and attribute value
vacancy, and has a more mature method for tree prun-
ing. The main idea of C4.5 algorithm is: suppose T

is a training set, when constructing a decision tree
for T , the attribute with the largest GainRatio(S, A)
value is selected as the split node, and T is divided
into n subsets according to this standard. If the tuples
in the i subset Ti have the same category, the node
becomes the leaf node of the decision tree and stops
splitting. For other subsets of T that do not meet this
condition, the tree is generated recursively according
to the above method until all the tuples contained in
the subsets belong to one category.

The specific pseudo code algorithm descrip-
tion C4.5 form-tree (T, T attributelist) is shown as
Table 1. Suppose T represents the current sample set
and the current candidate attribute set is represented
by T, T attributelist.

C4.5 algorithm is a greedy algorithm, which uses
the top-down, divide and conquer recursive way
to construct a decision tree. In addition to the
improvement of classification evaluation function,
the following two aspects are also improved:

On the one hand, ID3 algorithm can deal with dis-
crete values, while C4.5 can deal with attributes of
continuous values. For attribute A of continuous val-
ues, C4.5 uses to find the best threshold value T ,
divides the training set into two parts T is the separa-
tion point), and establishes two branches, A ≤ T (left
branch) and A > T (right branch). The gain or gain
ratio is calculated for each partition, and the selected
partition maximizes the gain.

On the other hand, C4.5 algorithm splits the train-
ing sample with missing attribute value according to
all possible values of the missing attribute, divides the
instance into multiple instances and belongs to differ-
ent categories. In the process of execution, probability
method is adopted and different weights are assigned.
The weight value is the occurrence probability of a
possible value in the classification. In this way, the
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Table 1
C4.5 algorithm form-tree (T, T attribute list)

(1) Create root node N
(2) If T all belong to the same class C

Then return N as a leaf node, marked with class C
(3) If T attributelist is empty, the number of remaining

samples in or T is less than a given value,
Then return N as a leaf node, marked as the most

frequently occurring class in T;
(4) For each T attributelist attribute,

Calculate the information gain rate GainRatio;
(5) N’s test attribute test attribute = T attrilbutelist has the

attribute with the highest information gain rate
(6) If the test attribute is continuous

Then find the segmentation threshold of this attribute;
(7) For each new leaf node grown from node N

{if the sample subset T’ corresponding to the leaf node
is empty

Then split the leaf node to generate a new leaf node,
marking it as the most frequently occurring class in T

else
Execute C4.5 formtree(T’, T’ attributelist) on the leaf

node
Continue to split on it;
}

(8) Calculate the classification error of each node and
perform tree pruning

number of samples passed down the path may not be
an integer but have a score, but it does not affect the
calculation process of the algorithm.

3. Mining and analysis of association rules

3.1. Basic concepts of association rules

Association rule mining is widely used in transac-
tion database.

Suppose that the set I = {i1, i2 · ··, im}, composed
of m different items is equivalent to the set of all
kinds of goods. Given a transaction database D, each
transaction T = {t1, t2, · · ·, tm} is a set of items in I,
that is T ⊆ I, which is equivalent to the commodity
column in the transaction. T has a unique identifier
TID. Any subset A of I is called the item-set in D,
and |A| = k is called the set A is k-item-set. Let tk and
A be transaction and project sets in D respectively. If
A ⊆ tk, transaction tk is called to contain project set
A. If item-set A ⊆ I and A ⊆ T transaction T is said
to contain item-set A.

Definition 1: Association Rule.
Suppose A and B are non-empty sets composed

of some items, It is A ⊆ I, A /= ∅, B ⊆ I, B /= ∅ and
A ∩ B = ∅, then the expression of the form A ⇒ B is
called association rule, which means that the appear-

ance of item subset A will lead to the appearance
of item subset B. It is called association, A is the
antecedent or precondition of association rule, and B
is the consequent or result of association rule.

Definition 2: Support
Let A be a non-empty set composed of some items,

that is, A ⊆ I and A /= Ø. The support degree of
rule A ⇒ B in transaction database D is the ratio of
the number of transactions containing A and B in
the transaction set to the number of all transactions,
which is recorded as Supp (A ⇒ B), that is,

Supp(A ⇒ B) = P(A ∪ B) (5)

Physical significance of support degree: from the
statistical significance, the support degree of project
A, Supp (A), indicates the probability of project A
appearing in transaction database T.

Definition 3: Confidence
The confidence level of rule A ⇒ B in the transac-

tion set refers to the ratio of the number of transactions
containing both A and B to the number of transactions
containing A, which is recorded as Conf (A ⇒ B),
that is,

Conf (A ⇒ B) = P(B| A) (6)

Physical significance of confidence: for associa-
tion rule A ⇒ B, its confidence indicates how likely
it is to include both A and B in a transaction;From
the statistical point of view, confidence is also a con-
ditional probability, that is, in the case of A, the
probability of B.

Definition 4: Strong Association Rule
The minimum support and confidence of a given

association rule are MinSupp and MinConf. For asso-
ciation rule A ⇒ B, if Supp (A ⇒ B)≥MinSupp and
Conf (A ⇒ B)≥MinConf, then association rule A ⇒
B is called strong association rule.

In statistical sense, the minimum support degree
represents the lowest importance of association rules,
and the minimum confidence degree represents the
lowest reliability of association rules. Therefore,
strong association rules are important and reliable
association rules with expected value. Association
rules that do not meet the above two conditions are
also called weak association rules.

When the support of data item set A is greater than
MinSupp, A is called frequent data item set, which is
called frequency set for short.

Let A and B be the item set in data set D.

(1) A ⊆ B, then Supp(A) ≥ Supp(B);
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(2) A ⊆ B, if A is a non-frequency set, then B is
also a non-frequency set;

(3) A ⊆ B, if B is a frequency set, then A is also
a frequency set;

3.2. The process of mining association rules

Given a transaction set D, the problem of mining
association rules is to generate association rules with
support and confidence greater than the minimum
support (MinSupp) and minimum confidence (Min-
Conf) given by users. When the support and confi-
dence of the rules are greater than MinSupp and Min-
Conf respectively, we think the rules are effective.

The mining process of association rules mainly
includes two stages: the first stage is to find out all
frequent project groups from the data set, and the sec-
ond stage is to generate association rules from these
frequent project groups.

In the first stage of association rule mining, all
frequent project groups must be found out from the
original data set. Frequent means that the frequency
of a project group must reach a certain level com-
pared with all records. The frequency of a project
group is also called the support degree. Taking a 2-
item-set including A and B as an example, we can get
the support degree of a project group containing A,
B from equation (5). If the support degree is greater
than or equal to the minimum support threshold, then
A, B is called the frequent project group. A k-item-
set meeting the minimum support is called frequent
k-item-set, which is generally expressed as Large k
or Frequent k. The algorithm generates large k + 1
from Largek’s project group until no longer frequent
project group can be found.

The second stage of association rule mining is to
produce association rules. To generate association
rules from frequent project groups is to use frequent
k-project groups in the previous step to generate
rules. Under the threshold of minimum confidence,
if the confidence degree of a rule meets the mini-
mum confidence, this rule is called association rule.
For example, the confidence of rule A ⇒ B gener-
ated by frequent k-item group A, B can be obtained
by formula (2.6). If the confidence is greater than or
equal to the minimum confidence, then A ⇒ B is the
association rule.

3.3. Apriori algorithm

Agrawal first proposed the problem of mining asso-
ciation rules among item sets in customer transaction

database in 1993. The core method is Apriori algo-
rithm, which is based on frequency set theory. Apriori
algorithm is one of the most influential algorithms for
mining frequent item-sets of association rules. It uses
known frequent item-sets to derive other frequent
item-sets. It is a width first algorithm.

Apriori algorithm divides the mining of association
rules into two sub problems. First, mining all fre-
quent items whose support degree is not less than the
minimum support degree MinSupp from the transac-
tion database D; second, generating association rules
whose confidence degree is not less than the mini-
mum confidence degree MinConf by using the mined
frequent items. The algorithm is shown in Table 2.

Input data: transaction database D; minimum sup-
port threshold MinSupp.

Output result: frequent item set L in D.
Step 2 finds out the set L1 of frequent 1-term sets.

In step 3–11, LK-1 is used to generate candidate set
CK to find LK. Apriori Gen does two actions: connect
and prune, that is, to generate candidate item set CK
from frequent item set LK-1 connection. The specific
process is described in Table 3.

According to Apriori property, all subsets of fre-
quent item-sets must be frequent. This algorithm uses
layer by layer search technology. Given k-item-sets,
we only need to check whether their k-1 subsets are
frequent. The test description of non-frequent subsets
is shown as Table 4.

Table 2
Apriori algorithm

(1) C1 = {Candidate, 1-Itemsets };
(2) L1 = find frequent 1-Itemsets (D);
(3) For (k = 2; Lk-1 /= ∅; k++);
(4) { Ck = Apriori Gen (Lk-1, MinSupp);
(5) For each transaction t∈D
(6) { Ct = subset (Ck, t);
(7) for each candidate c∈Ct
(8) c.count++; }
(9) Lk = {c∈Ck | c.count ≥ MinSupp };
(10) }
(11) return L = ∪kLk.

Table 3
Apriori Gen algorithm

procedure Apriori Gen(Lk-1, MinSupp)
(1) for each itemset l1∈ Lk-1
(2) for each itemset l2∈ Lk-1
(3) if
(4) then { c = l1
(5) if has infrequent subset (c, Lk-1)
(6) then delete c;
(7) else add c to Ck;}
(8) return Ck.
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Table 4
Test algorithm of frequent subsets

procedure has infrequent subset(c, Lk-1)
(1) for each (k-1)-subset s of c
(2) if s /∈ Lk-1 then
(3) return TRUE;
(4) return FALSE;

The key to the high efficiency of the algorithm is to
generate smaller candidate project sets, that is to say,
the candidate project sets that are not likely to become
frequent project sets are not generated and calculated
as much as possible. It takes advantage of the basic
property that any subset of a frequent item-set must
also be a frequent item-set. This property is inherited
by most of the current association rule algorithms.

3.4. K-means algorithm

The K-means algorithm proposed by J.B.Mac
Queen in 1967 is a classical clustering algorithm,
which is widely used in scientific research and indus-
trial applications. K-means algorithm is an indirect
clustering method based on similarity measurement
between samples, which belongs to unsupervised
learning method. The task is to divide the data set
into k disjoint point sets, so that the points in each set
are as homogeneous as possible. That is to say, given
the set N data points D = {X1,X2...,Xn}, The goal of
clustering is to find k clusters C = {C1, C2,...,CK}, so
that every point XK is assigned to a unique cluster Ci,
where i = {1,2...,k}. Finally, the number k of clusters
to be obtained is determined in advance.

The basic idea of the algorithm is: given a database
containing n data objects and the number of clusters
to be generated k, randomly select k objects as the
initial k cluster centers, then calculate the distance
between the remaining samples and each cluster cen-
ter, classify the samples to the nearest cluster center,
and calculate the average value of the adjusted new
clusters If there is no change in the centers of the
two adjacent clusters, it means that the adjustment of
samples is over and the clustering average error cri-
terion function E has converged. The function E is as
follows:

E =
k∑

i=1

∑

p∈cj

|p − mi|2 (7)

The E is the sum of the squared errors of all objects
in the database, p is the point in the space, represent-
ing the given data object, and mi is the average value

Table 5
K-means algorithm flow

Input: number of clusters k, and database with n data objects
Output: k clusters, minimizing the square error criterion
Method:
(1) Arbitrarily select k objects as the initial clustering center;
(2) repeat
(3) According to the average value of objects in the cluster,

assign each object (re) to the most similar cluster;
(4) Update the average value of the cluster, that is, calculate

the average value of each (variable) cluster;
(5) until no longer changes

of cluster cI (both p and mi are multidimensional).
The algorithm is shown in Table 5.

This algorithm has good scalability. The disadvan-
tage of K-means clustering algorithm is that it scans
the database many times. In addition, it can only find
the spherical class, but not the arbitrary shape class.
In addition, the selection of initial centroid has a great
influence on clustering results, and the algorithm is
very sensitive to noise.

4. Establishment and optimization of
management early warning model

4.1. Selection of financial indicators

It is a gradual process for an enterprise to fall into
financial difficulties. The gradual deterioration of its
production and operation will usually be reflected
in the financial statements of the enterprise quickly,
showing some abnormal financial index data. There
are many factors that affect the financial status of
enterprises, but the data of some indicators are dif-
ficult to obtain, which requires a lot of human and
material resources, so those financial ratios with high
acquisition costs are not considered. According to
the principle of operability, combined with the indi-
cators provided in the financial report, this paper
selects 29 financial indicators that comprehensively
reflect the profitability, solvency, operating capacity
and cash flow to build the financial early warning
model, including 4 aspects of the company size and
growth capacity that are not covered in the general
paper but which we think have a greater impact on
the financial risk prediction Financial indicators (log
(total assets), log (net assets * total shareholders’
equity), growth rate of total assets, growth rate of
operating revenue). The selected indicators are shown
in Table 6.
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Table 6
List of financial crisis early warning indicators

No. Index name Category No. Index name Category

01 Profit margin of main business Profitability 15 Current ratio Debt service ability
02 Return on equity (net profit) 16 Quick ratio
03 Return on assets 17 Debt to capital ratio
04 Earnings per share (diluted operating profit) 18 Log (total assets)
05 Earnings per share (diluted net profit) 19 Log (net assets * total Company

shareholders’ equity)
06 Return on total assets 20 total assets Scale
07 Net profit margin 21 All rights and interests (including

minority rights and interests)
08 Operating profit margin 22 Net assets
09 Debt to asset ratio 23 Growth rate of total assets Grow up ability
10 Main business profit 24 Growth rate of operating revenue
II Business income 25 Cash detection ratio Cash flow
12 Total profit 26 Inventory turnover
13 Operating profit 27 Turnover rate of receivables Operating capacity
14 Net profit 2S Turnover rate of current assets

29 Turnover rate of total assets

4.2. Establishment and optimization of early
warning model

We use seven classification methods provided by
data mining software Weka, such as Bayesian net-
work, decision tree, rule-based classification, nearest
neighbor classification, multi-layer perceptron, BP
neural network, logical regression, to establish var-
ious early warning models and analyze them. A
large number of data analysis is carried out from
two aspects. Firstly, all financial indicators are used
for risk modeling and analysis by using seven clas-
sification methods, then indicators are selected by
using data mining methods, and then risk model-
ing and analysis are carried out by using selected
indicators.

The modeling process is based on the original data
set without attribute selection. For each classification
algorithm, two models are established respectively:
the 2010–2015 data set and the 2010–2016 data set
are used as training sets; the 2016 related data and the
2017 related data are used as test sets. Table 7 shows
the test results of different classification methods on
two sets of data.

The experimental results show that the perfor-
mance of nearest neighbor classification, multi-layer
perceptron, BP neural network and logistic regres-
sion is basically the same, while the performance
of Bayesian network, decision tree and rule-based
classification is not significantly different, the over-
all performance is significantly lower than the first
four methods, but the recognition accuracy of ST
(about 60%) is significantly higher than the first four
methods.

From the experimental results, it can be seen that
using the data from 2010 to 2015 as the training set
for modeling to predict the data from 2016 to 2017,
the prediction accuracy of most methods is lower than
using the data from 2010 to 2016 to predict the pre-
diction accuracy of 2017. It can be understood that
the law of stock market in 2016 and 2017 is obvi-
ously different from that in 2010–2015. Therefore,
the prediction accuracy of the model is not ideal.

Based on the data from 2010 to 2015, by using
the three attribute selection methods of BestFirest,
Green Stepwise and Linear Forward Selection in
weka, we get 9 reserved attributes, that is earnings per
share (diluted operating profit), debt asset ratio (total
assets), log (net assets * total shareholders’ equity),
total asset growth rate, cash liability ratio, operat-
ing profit, total owners’ equity (including minority
shareholders’ equity), net assets, etc.

For the selected 9 indicators, two models are estab-
lished for each classification algorithm: 2010–2015
data set and 2010–2016 data set as training set; 2016
related data and 2017 related data as test set. The test
results are given in Table 8.

It can be seen from Table 7 and Table 8 that after
attribute selection, the prediction accuracy of vari-
ous models does not change much, most of them are
slightly improved, but the amount of data is reduced
by nearly 2 / 3 compared with that before attribute
selection, so the establishment time of the model is
greatly shortened. When multi-layer perceptron algo-
rithm is adopted, the establishment time of the model
is shortened to 16.5% before attribute selection, The
modeling time of other classification methods is also
reduced to varying degrees, ranging from 24.74% to
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Table 7
Prediction accuracy of different classification algorithms for two different data sets before attribute selection

Classification algorithm 2010–2015 2010–2015 2010–2016
forecast 2016 forecast 2017 forecast 2017

Bayesian network 76.99% 77.51% 81.68%
Decision tree (J48) 78.06% 77.72% 88.65%
Rule based classification (JRip) 78.29% 78.06% 86.53%
Nearest neighbor classification (INN) 89.14% 90.4% 88.18
Multilayerperceptron 87.16% 87.70% 91.87%
BP neural network (RBFNetwork) 93.20% 87.42% 89.34%
Logistic regression 90.37% 84.96% 90.98%

Table 8
Prediction accuracy of different classification algorithms for two different data sets after attribute selection

Classification algorithm 2010–2015 2010–2015 2010–2016
forecast 2016 forecast 2017 forecast 2017

Bayesian network 77.22% 77.92% 84.14%
Decision tree (J48) 78.13% 77.79% 89.47%
Rule based classification (JRip) 78.36% 77.72% 90.15%
Nearest neighbor classification (INN) 84.10% 87.42% 88.52%
Multilayerperceptron 86.16% 91.05% 91.52%
BP neural network (RBFNetwork) 87.61% 94.80% 91.93%
Logistic regression 90.67% 89.47% 91.32%

57.57% before attribute selection. At the same time,
the representation of the model after attribute selec-
tion is more concise, and the time to detect new data
is correspondingly shortened, which shows that the
model after attribute selection has better applicabil-
ity. In addition, it is noted that after attribute selection,
the four innovation indicators proposed in this paper
retain three (log (total assets), log (net assets * total
shareholders’ equity), and the growth rate of total
assets), which shows that the concept of innovation
indicators added in this paper is correct.

5. Conclusions

Based on the analysis of the financial data of non-
financial listed companies from 2010 to 2017, four
new indicators, including Log (total assets), Log (net
assets * total shareholders’ equity), growth rate of
total assets, and growth rate of operating revenue, are
introduced. A total of 29 indicators are used for risk
analysis. Seven different classification methods are
used to model financial risk. The results show that
the performance of the four methods is basically the
same, and the risk early warning model can be built
with nine representative indicators, which can better
achieve the risk prediction. Generally speaking, the
data set we deal with is balanced, and the machine
learning method adopted is ideal for the classifica-
tion performance of a few classes of unbalanced data.

Therefore, the method based on data fusion mining
proposed in this paper has certain reference value
for enterprise management early warning and risk
control.
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