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#### Abstract

In elastic optical networks (EON), routing, modulation selection, and spectrum assignment (RMSA) is crucial in provisioning connection requests. Multipath RMSA offers a number of benefits including provisioning of ultra-high bandwidth demands and better utilization of fragmented spectrum resource. By Combining with traffic grooming, multipath RMSA and traffic grooming is able to provide better utilization of network resource in provisioning connection requests. Adding multi-hop routing mechanism to multipath RMSA and traffic grooming increases the flexibility for selecting paths resulting in higher probability of successfully finding routing paths for connection requests. Dynamic multipath RMSA problem in EON has been investigated extensively in the literature. Dynamic multi-hop multipath RMSA and traffic grooming problem in EON is far from been well studied. This paper proposes an algorithm for the dynamic multi-hop multipath RMSA and traffic grooming problem in OFDM-based elastic optical networks with sliceable bandwidth-variable transponders. Performance of the proposed algorithm is studied via simulation. Our simulation results show that the proposed algorithm yields lower bandwidth blocking ratio than an existing algorithm.
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## 1. Introduction

Elastic optical network (EON) [15] has been proposed to flexibly allocate spectrum of appropriate size to each connection request in order to make efficient utilization of the optical spectrum. Sliceable bandwidth-variable transponder (SBVT) has been proposed to allow multiple optical connections to share the capacity of a single transponder [12,16]. Multiple optical channels with the same source and destination can be packed into a supperchannel without guard bands by using an advanced multicarrier transmission technique such as Nyquist-WDM or orthogonal frequency-division multiplexing (OFDM) [16]. This mechanism is referred to as optical grooming.

An OFDM-based optical grooming mechanism that allows multiple optical channels with the same source but different destinations to share a transponder at the source node has been proposed in [35]. No guard band is required along the common portion of the routes of two channels that are allocated on adjacent spectrum slots. When an

[^0]optical channel travels along a different route from the rest of the channels at an intermediate node, the original optical supperchannel is split and guard bands are added beside the separated optical channels.

The problem of finding a routing, modulation selection, and spectrum assignment (RMSA) strategy for an EON to improve a certain performance measure is referred to as the RMSA problem. For networks that support a single modulation format, this problem is known as the RSA problem. Surveys of RSA/RMSA algorithms for EONs can be found in $[1,8,28]$. Reviews of RSA/RMSA algorithms with traffic grooming for EONs can be found in $[1,8,20$, 28].

The concept of multipath RMSA is to allow the traffic of a connection request to be split into two or more subflows, each of which is routed over a separate lightpath. Multipath RMSA offers a number of benefits including provisioning connection requests with ultra-high bandwidth demands [39], single-hop provisioning of long distance and high-bandwidth connection requests [10], and better utilization of fragmented spectral resource [10,11,17]. Note that differential delay between different routing paths can be addressed using differential delay compensation techniques [3] or a multipath provisioning approach that takes differential delay into account. How to address the differential delay issue for multipath provisioning is out of the scope of this paper.

Previous works on multipath RSA in EON that do not consider differential delay bound can be found in [5,9-$11,13,14,17,23-25,29,30,33,34,36-39]$. Multipath RSA problems studied in these previous works can be classified into static multipath RSA problems [23,24,30,36] or dynamic multipath RSA problems [5,9-11,13,14,17,25,29,33, 34,37-39] depending on whether connection requests are given in advance or arrival/terminating dynamically. Most of these previous works considered networks with multiple modulation formats [9,10,13,14,17,23,25,29,30,3639], i.e., these authors studied multipath RMSA problems. The rest of these previous works considered networks with a single modulation format [5,11,24,33,34]. Among these previous works, traffic grooming mechanisms are employed in [11] and [13]. No traffic grooming mechanism was used in [5,10,14,17,23-25,29,30,33,34,36-39].

The process of finding a source-destination path consisting of a single lightpath is referred to as single-hop routing, where one hop corresponds to a lightpath which may consist of one or more physical hops in the network. For example, Fig. 1(b) shows a path $1-2-3-5$ from node 1 to node 5 consisting of a single lightpath $p_{1}$. Each source-destination path found by a single-hop multipath RMSA and traffic grooming algorithm consists of a single lightpath with no $\mathrm{O} / \mathrm{E} / \mathrm{O}$ conversion at any intermediate node as the example shown in Fig. 1(b). On the other hand, the process of finding a source-destination path that may contain multiple lightpaths concatenated together is called multi-hop routing. For example, suppose that there is no sufficient number of continuous spectrum slots along any of the paths $1-4-5,1-2-3-5$, and $1-2-3-4-5$ to fulfill the required bandwidth. Suppose that there are sufficient number of continuous spectrum slots along paths $1-2-3$ and $3-4-5$. Figure 1 (c) shows a path $1-2-3-4-5$ from node 1 to node 5 consisting of two lightpaths $p_{2}$ and $p_{3}$ with sufficient number of continuous spectrum slots concatenated together at node 3 . Concatenating two or more lightpaths at intermediate nodes requires $\mathrm{O} / \mathrm{E} / \mathrm{O}$ conversions. A multi-hop multipath RMSA and traffic grooming algorithm has the advantage of reducing request blocking ratio at the cost of increasing end-to-end delay and energy consumption for $\mathrm{O} / \mathrm{E} / \mathrm{O}$ conversions. The work in [13] is the only research among these previous works on multipath RMSA and traffic grooming that employs multi-hop routing to provision connection requests. The rest of these previous works employ single-hop routing.

This paper develops an auxiliary graph for the purpose of routing and path selection and proposes a dynamic multi-hop multipath RMSA and traffic grooming algorithm. In contract to the auxiliary graph proposed in [13], the weights on the edges in the auxiliary graph developed in this paper are based on a novel weight that incorporate spectrum fragmentation status, spectrum misalignment status, and spectrum usage. The contributions of this paper
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Fig. 1. (a) A network with 5 nodes. (b) Single-hop routing. (c) Multi-hop routing.
are as follows. First of all, this paper proposes a novel lightpath weight that is a combination of the number of spectrum slots, spectrum fragmentation, and spectrum misalignment to assess the potential effect of a lightpath on the availability of network resource. Second, this paper develops an auxiliary graph based on the lightpath weight and proposes a multi-hop multipath RMSA and traffic grooming algorithm based on the auxiliary graph. Finally, via simulation, this paper shows that the proposed dynamic multi-hop multipath RMSA and traffic grooming yields lower bandwidth blocking ratio than best multipath algorithm proposed in [13].

The rest of this paper is organized as follows. The weight assigned to a lightpath will be explained in the next section. The proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm will then be described in Section 3. The worst case computational complexity of the proposed algorithm will be presented in Section 4. The performance of the proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm will be studied in Section 5. Finally, some concluding remarks will be given in Section 6.

## 2. Lightpath weight

A lightpath weight assigned to a lightpath is used to evaluate the potential effect of the spectrum slots occupied by the lightpath on provisioning upcoming connection requests. The lightpath weight is related to (i) the number of spectrum slots occupied by the lightpath, (ii) spectrum fragmentation, and (iii) spectrum misalignment induced by the lightpath. The lightpath weight will be used for assigning weights on the edges in an auxiliary graph in the proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm.

### 2.1. Number of spectrum slots

The number of spectrum slots for establishing a lightpath for provisioning a connection request includes the number of spectrum slots for data transmission, the number of reserved spectrum slots (if any), and the number of guard band slots (if any), where the reserved slots are reserved using the spectrum reservation scheme employed in [13]. The number of data slots is calculated based on the bandwidth requirement of the connection request, the selected modulation format, and the symbol rate per subcarrier. The number of guard band slots for the lightpath depends on whether the optical grooming mechanism is used. If the optical grooming mechanism is not used, guard band slots are required around the data slot(s). On the other hand, when the optical grooming mechanism is employed, no guard band is needed to separate the lightpath from the side-by-side lightpath along the common portion of the routes of the two lightpaths [16,35]. Let $f(p)$ denotes the sum of the number of spectrum slots for carrying the traffic of a lightpath $p$ and the number of spectrum slots (if any) reserved on lightpath $p$. Let the number of guard band slots at link $l$ on lightpath $p$ be $g_{l}(p)$. Let the total number of spectrum slots required to establish lightpath $p$ be denoted by $\psi(p)$ which is calculated as follows:

$$
\begin{equation*}
\psi(p)=h(p) f(p)+\sum_{l \in p} g_{l}(p) \tag{1}
\end{equation*}
$$

where $h(p)$ is the number of physical hops of lightpath $p$.
For example, lightpath $p$ in Fig. 2 originated at node 1 and terminated at node 5 along route $1-4-5$ consists of two physical hops, i.e., $h(p)=2$. The status of spectrum slots 31 through 37 are shown in Fig. 2. The status of the rest of spectrum slots are not shown. Suppose that slot 34 at links $(1,4)$ and $(4,5)$ is allocated to lightpath $p$ for carrying traffic and that slots 33 and 35 at the two links are allocated as guard bands, i.e., $f(p)=1, g_{(1,4)}(p)=2$, and $g_{(4,5)}(p)=2$. Thus, the total number of spectrum slots required to establish lightpath $p$ in Fig. 2 is calculated as $\psi(p)=2 \times 1+2+2$, i.e., $\psi(p)=6$.

The total number of spectrum slots required to establish a lightpath $p$ is normalized to a value between 0 and 1 by dividing it by its largest possible value. The widest lightpath can occupy all spectrum slots supported by a sliceable transponder. Let $S_{t}$ denote the number of spectrum slots supported by a sliceable transponder. This paper


Fig. 2. A lightpath $p$ in a network with 5 nodes.
uses one of the $K$ shortest routes between the originating and terminating nodes to establish a lightpath. Let $H$ be the hop count of the route with the largest number of physical hops among the $K$ shortest routes between any pair of nodes. The largest possible number of spectrum slots for establishing a lightpath is $S_{t} H$. The normalized number of spectrum slots required to establish a lightpath $p, \tilde{\psi}(p)$, is calculated as follows:

$$
\begin{equation*}
\tilde{\psi}(p)=\frac{\psi(p)}{S_{t} H} \tag{2}
\end{equation*}
$$

Suppose that two shortest paths between any pair of nodes in the example network in Fig. 2 are used for establishing lightpaths, i.e., the value of $K$ is 2 . For the example network shown in Fig. 2, the route with the largest number of physical hops among the $K(K=2)$ shortest routes between any pair of nodes is 3, i.e., $H=3$. Suppose that the number of spectrum slots supported by a sliceable transponder is 10 , i.e., $S_{t}=10$ which is also the largest possible number of spectrum slots for establishing a lightpath. Thus, the normalized number of spectrum slots required to establish lightpath $p$ in Fig. 2 is calculated as $\tilde{\psi}(p)=6 /(10 \times 3)=0.2$, i.e., $\tilde{\psi}(p)=0.2$.

### 2.2. Spectrum fragmentation

Spectrum fragments of various sizes in terms of spectrum slots are created as lightpaths are established and torn down dynamically. Compared with a spectrum fragment of small size, a spectrum fragment of large size is more flexible for provisioning upcoming connection requests with different bandwidth requirements. A spectrum fragment of large size also has larger number of alternatives for accommodating a connection request with a given bandwidth requirement. It is preferable to use a smaller spectrum fragment to establish a lightpath to provision a connection request leaving spectrum fragments of larger sizes for upcoming connection requests.

This paper defines the fragmentation cost of a lightpath as the sum of the sizes of the spectrum fragments created by the lightpath. Let $\phi_{l}(p)$ be the fragmentation cost of lightpath $p$ at link $l$, which is the sum of the numbers of contiguous free spectrum slots (if any) with immediate lower and higher spectrum indices than the spectrum slots used by lightpath $p$ at link $l$. Let the number of contiguous free spectrum slots (if any) with immediate lower indices than the spectrum slots used by lightpath $p$ at link $l$ be denoted by $x_{l}(p)$ and the number of contiguous free spectrum slots with immediate higher indices than the spectrum slots used by lightpath $p$ at link $l$ be denoted by $y_{l}(p)$. If the lowest indexed spectrum slot is allocated to lightpath $p$ at link $l, x_{l}(p)$ is zero. Similarly, if the highest indexed spectrum slot is allocated to lightpath $p$ at link $l, y_{l}(p)$ is zero. Let $\phi(p)$ be the fragmentation cost of lightpath $p$, which is calculated as follows:

$$
\begin{equation*}
\phi(p)=\sum_{l \in p} \phi_{l}(p)=\sum_{l \in p}\left(x_{l}(p)+y_{l}(p)\right) . \tag{3}
\end{equation*}
$$

The fragmentation cost of lightpath $p$ is normalized to a value between 0 and 1 by dividing it by its largest possible value. The largest possible value of the fragmentation cost of a lightpath $p$ is less than the number of spectrum slots on an optical fiber multiplied by $H$. Let the number of spectrum slots on an optical fiber be denoted by $S_{f}$. The normalized fragmentation cost of lightpath $p, \tilde{\phi}(p)$, is calculated as follows:

$$
\begin{equation*}
\tilde{\phi}(p)=\frac{\phi(p)}{S_{f} H} \tag{4}
\end{equation*}
$$

For the example network and lightpath $p$ in Fig. 2, the number of contiguous free spectrum slots with immediate lower indices than the spectrum slots used by lightpath $p$ at link $(1,4)$ is 0 , i.e., $x_{(1,4)}(p)=0$. the numbers of contiguous free spectrum slots with immediate higher indices than the spectrum slots used by lightpath $p$ at link $(1,4)$ is 1 , i.e., $y_{(1,4)}(p)=1$. Similarly, the numbers of contiguous free spectrum slots with immediate lower and higher indices than the spectrum slots used by lightpath $p$ at link $(4,5)$ are respectively 1 and 1 , i.e., $x_{(4,5)}(p)=1$ and $y_{(4,5)}(p)=1$. Thus, the fragmentation cost of lightpath $p$ in Fig. 2 is calculated as $\phi(p)=0+1+1+1=3$, i.e., $\phi(p)=3$. Suppose that the number of spectrum slots on an optical fiber is 320 , i.e., $S_{f}=320$. Recall that the route with the largest number of physical hops among the $K(K=2)$ shortest routes between any pair of nodes in the example network is 3, i.e., $H=3$. The normalized fragmentation cost of lightpath $p$ in Fig. 2 is calculated as $\tilde{\phi}(p)=3 /(320 \times 3)$, i.e., $\tilde{\phi}(p)=1 / 320$.

### 2.3. Spectrum misalignment

The concept of spectrum "misalignment" has been described in [31,32] as one that breaks the continuity of available spectrum slots between a link and a neighbor link when a lightpath is established. The definition of the number of spectrum misalignments in [32] counts the number of breaks of spectrum continuity created due to the establishment of the lightpath. While the definition in [31] adds the number of spectrum misalignments created and deducts the number of spectrum misalignments vanished due to the establishment of the lightpath. We are concerned with the effect of the spectrum misalignments created by a lightpath on the provision of upcoming connection requests. Thus, this paper adopts the definition in [32].

Let $\alpha_{l}(p)$ denote the number of misalignments created at link $l$ on lightpath $p$. The total number of misalignments created by lightpath $p, \alpha(p)$, is calculated as

$$
\begin{equation*}
\alpha(p)=\sum_{l \in p} \alpha_{l}(p) \tag{5}
\end{equation*}
$$

For example, Fig. 3(b) shows that, when spectrum slots 33,34 , and 35 are allocated to lightpath $p$ at link $(1,4)$, the spectrum continuity of free slots 33 and 34 between links $(2,1)$ and $(1,4)$ are broken and that the spectrum continuity of free slots 34 and 35 between links $(1,4)$ and $(4,3)$ are broken. Figure 3 (c) shows that, when spectrum slots 33,34 , and 35 are allocated to lightpath $p$ at link ( 4,5 ), the spectrum continuity of free slot 35 between links $(3,4)$ and $(4,5)$ is broken and that the spectrum continuity of free slots 34 and 35 between links $(4,5)$ and $(5,3)$ are broken. Thus, the allocation of spectrum slots 33,34 , and 35 to lightpath $p$ creates a total of 7 misalignments, i.e., $\alpha(p)=7$.

The total number of misalignments created by lightpath $p$ is normalized to a value between 0 and 1 by dividing it by the maximum number of misalignments that can be created by a lightpath. To find the maximum possible number of misalignments, we assume that the degree of all of the nodes in the network are $D$, where $D$ is the largest degree of the nodes in the network. The maximum number of spectrum slots that can be used to establish a light path is the maximum number of spectrum slots supported by a transponder $S_{t}$. The maximum number of misalignments that can be created at the first or the last link on a lightpath is $S_{t}(D-1+D-2)$, i.e., $S_{t}(2 D-3)$. The maximum number of misalignments that can be created at one of the rest of the links on the lightpath is $2 S_{t}(D-2)$. Thus, the maximum number of misalignments that can be created by a lightpath $p$ with $H$ physical hops is

$$
\begin{equation*}
S_{t}[4 D-6+2(H-2)(D-2)] \tag{6}
\end{equation*}
$$
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Fig. 3. (a) A lightpath $p$ in a network with 5 nodes. (b) Misalignments created due to the allocation of slots 33,34 , and 35 to lightpath $p$ at link $(1,4)$. (c) Misalignments created due to the allocation of slots 33,34 , and 35 to lightpath $p$ at link $(4,5)$.

Let $\tilde{\alpha}(p)$ denote the normalized number of misalignments created by lightpath $p$, which is calculated as

$$
\begin{equation*}
\tilde{\alpha}(p)=\frac{\alpha(p)}{S_{t}[4 D-6+2(H-2)(D-2)]} \tag{7}
\end{equation*}
$$

The largest degree of the nodes in the network in Fig. 3 is 3, i.e., $D=3$. Again. suppose that the number of spectrum slots supported by a sliceable transponder is 10 , i.e., $S_{t}=10$ which is also the largest possible number of spectrum slots for establishing a lightpath. Recall that the route with the largest number of physical hops among the $K(K=2)$ shortest routes between any pair of nodes in the example network is 3, i.e., $H=3$. The normalized number of misalignments created by lightpath $p$ is calculated as $\tilde{\alpha}(p)=7 /(10(4 \times 3-6+2(3-2)(3-2))=7 / 80$, i.e., $\tilde{\alpha}(p)=7 / 80$.

The larger the number of spectrum misalignments in the network, it is more difficult for an RSA/RMSA algorithm to find a routing path that satisfies the spectrum continuity constraint. Thus, it is preferable to use a lightpath that yields smaller number of spectrum misalignments to provision a connection request. Hopefully, the RSA/RMSA algorithm has higher probability to successfully find lightpaths(s) to provision upcoming connection requests.

In recent years, the channel slicing and stitching technology [6] has been proposed to remove the spectrum continuity constraint such that misaligned spectrum slots can be allocated to a lightpath. If this technology is adopted in an EON network in which all nodes are equipped with sufficient number of splitting components and stitching components such that splitting process and stitching process can be performed whenever required even at intermediate nodes along any routing path, the spectrum continuity constraint can be completely removed and the spectrum-misalignment term in the lightpath weight can be dropped. However, if the splitting process or stitching process cannot be carried out at any of the nodes when required (i.e., the spectrum continuity constraint must be observed at the node for certain pair of links), the spectrum-misalignment term can be used to reflect this effect to some extent. Example situation where splitting process may not be able to be performed is that each node in the network is equipped with a limited number of slicers [2,18] or that only a subset of the nodes in the network are equipped with slicers [2]. In the EON networks considered in this paper, the channel slicing and stitching technology is not adopted.

### 2.4. Lightpath weight of a lightpath $p$

Calculation of the lightpath weight of a lightpath $p$ depends on whether $p$ is an existing lightpath or a candidate lightpath to be established. Let $z(p)$ be the lightpath weight of a lightpath $p$. For a candidate lightpath $p$, its lightpath weight is calculated as the sum of the normalized fragmentation cost, normalized number of misalignments, and normalized number of spectrum slots of lightpath $p$, i.e.,

$$
\begin{equation*}
z(p)=\tilde{\phi}(p)+\tilde{\alpha}(p)+\tilde{\psi}(p) \tag{8}
\end{equation*}
$$

For an existing lightpath $p$, grooming traffic onto $p$ electrically does not create additional spectrum fragmentation or misalignment or occupy extra spectrum slots. Among different existing lightpaths that can be used to provision the traffic, it is desirable to use an existing light path that occupies smaller number of spectrum slots. Therefore, the normalized number of spectrum slots of existing lightpath $p$ is used as its lightpath weight, i.e.,

$$
\begin{equation*}
z(p)=\tilde{\psi}(p) \tag{9}
\end{equation*}
$$

## 3. Dynamic multi-hop multipath RMSA and traffic grooming algorithm

In the proposed algorithm, each path used to provision a connection request may consist of a single lightpath or multiple concatenated lightpaths. The proposed algorithm first tries to use a single path with sufficient bandwidth to provision a connection request. If the connection request cannot be fulfilled using a single path, the proposed algorithm tries to find multiple paths to provision the connection request. The proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm finds each path based on an auxiliary graph. In the following, the auxiliary graph will first be described. The multi-hop multipath RMSA and traffic grooming algorithm will then be given.

### 3.1. Auxiliary graph

An auxiliary graph is constructed based on the topology of the network, a target bandwidth to be satisfied, and the resource status of the network. The target bandwidth for constructing an auxiliary graph is either the remaining bandwidth of a connection request to be satisfied or the bandwidth of a maximum bandwidth path from the source node to the destination node of the connection request, whichever is smaller. The target bandwidth for constructing an auxiliary graph is denoted by $b_{t}$. Each node in the network has a corresponding vertex in the auxiliary graph. The edges in the auxiliary graph are classified into single-lightpath edges and multi-lightpath edges.

### 3.1.1. Single-lightpath edge

It is preferable to use an existing lightpath with sufficient residual bandwidth to provision a connection request. If there is at least one existing lightpath from node $i$ to node $j$ with residual bandwidth greater than or equal to the target bandwidth $b_{t}$, select the one with the least lightpath weight with ties broken arbitrarily and add a single-lightpath edge from vertex $i$ to vertex $j$. Otherwise, try to find all candidate lightpaths, including candidate lightpaths using optical grooming and without using optical grooming, with just enough number of spectrum slots to support a bandwidth of $b_{t}$ along the $K$-shortest physical paths from node $i$ to node $j$. The spectrum reservation scheme used in [13] is employed to reserved spectrum slots. If at least one such candidate lightpath is found, select the one with the largest capacity and add a single-lightpath edge from vertex $i$ to vertex $j$. Ties are broken by choosing the candidate lightpath with the least lightpath weight with further ties broken arbitrarily.

Figure 4(a) show a network with 5 nodes. Suppose that an existing lightpath with residual bandwidth greater than or equal to the target bandwidth $b_{t}$ or a candidate lightpath with a capacity greater than or equal to the target bandwidth $b_{t}$ can be found between each of the following node pairs: $(1,2),(1,4),(2,1),(3,1),(4,1)$, $(4,3),(5,1),(5,3)$, and $(5,4)$, where $(s, d)$ is a source-destination pair with source node $s$ and destination node $d$. A directed single-lightpath edge is added between each of these node pairs in the auxiliary graph as shown in Fig. 4(b).
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Fig. 4. (a) A network with 5 nodes. (b) Auxiliary graph with only single-lightpath edges. (c) Auxiliary graph with single-lightpath and multilightpath edges.

### 3.1.2. Multi-lightpath edge

An attempt is made to add a multi-lightpath edge from vertex $i$ to vertex $j$ only when a single-lightpath edge has not been added. The flowchart for trying to add a multi-lightpath edge from vertex $i$ to vertex $j$ is presented in Fig. 5.

All exiting lightpaths from node $i$ to node $j$ are sorted according to their residual bandwidths with ties broken by giving priority to existing lightpaths with lower lightpath weights. Select one or more existing lightpaths until the aggregated residual bandwidth is greater than or equal to the target bandwidth $b_{t}$ or the upper limit on the number of existing lightpaths $L$ is reached. In this paper, the value of $L$ is selected to be 5 . If the aggregated residual bandwidth of the selected existing lightpath(s) is greater than or equal to $b_{t}$, a multi-lightpath edge from vertex $i$ to vertex $j$ is added in the auxiliary graph to represent the set of selected existing lightpath(s).

If the aggregated residual bandwidth of the selected existing lightpath(s) is less than $b_{t}$, one or more candidate lightpaths are needed such that the aggregated residual bandwidth of the selected existing lightpath(s) and candidate lightpath(s) is greater than or equal to $b_{t}$. Note that no single candidate lightpath is able to provide a bandwidth of $b_{t}$ since no single-lightpath edge from vertex $i$ to vertex $j$ was added. Find all candidate lightpaths, including candidate lightpaths using optical grooming and without using optical grooming, along the $K$-shortest physical paths from node $i$ to node $j$ and sort them in descending order of their capacities with ties broken by giving priority to candidate lightpaths with lower lightpath weights. The spectrum reservation scheme used in [13] is employed to reserved spectrum slots. Select one or more candidate lightpaths until the sum of the residual bandwidths of the selected existing lightpath(s) and capacities of the selected candidate lightpath(s) is greater than or equal to $b_{t}$ or there no candidate left to be selected. If the sum of the residual bandwidths of the selected existing lightpath(s) and capacities of the selected candidate lightpath(s) is less than $b_{t}$, no multi-lightpath edge from vertex $i$ to vertex $j$ is added.

If the sum of the residual bandwidths of the selected existing lightpath(s) and capacities of the selected candidate lightpath(s) is greater than or equal to $b_{t}$, it is possible that one or more selected existing lightpaths can be removed such that the aggregated bandwidth of the remaining selected lightpaths is still greater than or equal to $b_{t}$ since the lightpaths are selected in two different stages. It is obvious that none of the candidate lightpath(s) can be removed since they are selected in the second stage. If the aggregated capacity of the selected candidate lightpath(s) is greater than or equal to $b_{t}$, all selected existing lightpath(s) can be removed. Otherwise, sort the previously selected existing lightpath(s) in descending order of their residual bandwidths and select one or more existing lightpaths until the sum of the residual bandwidths of the selected existing lightpath(s) and capacities of the selected candidate lightpath(s) is greater than or equal to $b_{t}$. The rest of the previously selected existing lightpaths (if any) that are not selected at this stage are removed. A multi-lightpath edge from vertex $i$ to vertex $j$ is added in the auxiliary graph to represent the set of selected lightpath(s).

In Fig. 4(b), no single-lightpath edge was added between each of the following node pairs: $(1,3),(1,5),(2,3)$, $(2,4),(2,5),(3,2),(3,4),(3,5),(4,2),(4,5)$, and $(5,2)$. An attempt is made to find a set of lightpaths with aggregated bandwidth greater than or equal to $b_{t}$ between each of these node pairs. Suppose that this attempt is successful for each of the following node pairs: $(1,3),(2,5),(3,2),(3,4),(3,5),(4,2)$, and $(5,2)$. A directed multi-lightpath edge is added between each of these node pairs as shown in Fig. 4(c). Figure 4(c) also shows that no edge appears between each of the following node pairs: $(1,5),(2,3),(2,4)$, and $(4,5)$.


Fig. 5. The flowchart for trying to add a multi-lightpath edge from vertex $i$ to vertex $j$ in the auxiliary graph.

### 3.1.3. Edge weights

The weight on an edge in the auxiliary graph is assigned based on the sum of the lightpath weight(s) of the set of lightpath(s) it represents. Using existing lightpath(s) to provision a connection request is preferable than establishing new lightpath(s). Thus, a large constant is added to the weight of an edge for each candidate lightpath in the set of lightpath(s) it represents in addition to the total lightpath weights of the lightpath(s) in the set. The value of the constant is selected such that the sum of the constant and the lightpath weight of a candidate lightpath is larger than sum of the lightpath weights of the largest possible number of existing lightpaths.

### 3.2. The algorithm

When a connection request $(s, d, b)$ with source node $s$, destination node $d$, and requested bandwidth $b$ arrives, the proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm constructs one or more auxiliary graphs and tries to find one or more paths to provision the connection request. Let $b_{r}$ be the remaining bandwidth of the connection request to be satisfied, which is initially $b$. An upper limit $N_{\text {sd }}$ is placed on the number of source-to-destination paths in the auxiliary graphs used to provision a single connection request to prevent the coexistence of too many lightpaths in the network since a larger number of lightpaths requires more spectrum for guard bands. A source-to-destination path in an auxiliary graph will be referred to as an $s d$-path for simplicity. Let $n_{\text {sd }}$ denote the number of sd-paths found so far in the algorithm.

Two types of auxiliary graphs are used in the algorithm for finding one or more sd-paths to provision the connection request. The first type of auxiliary graphs consists of only single-lightpath edges among the node pairs. The second type of auxiliary graphs contains both single-lightpath and multi-lightpath edges among the node pairs. Let $\Omega$ denote the type of auxiliary graphs. The value of $\Omega$ is either $S$ representing the first type or $B$ denoting the second type. Let $A G\left(\Omega, b_{t}\right)$ denote an auxiliary graph of type $\Omega$, in which the set of lightpaths represented by each edge is found based on a target bandwidth of $b_{t}$.

The proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm is given in Algorithm 1. The proposed algorithm consists of a single-path phase and a multi-path phase. The term "single-path phase" is

```
Algorithm 1 Multi-hop algorithm
    1. Set \(n_{\mathrm{sd}}=0, b_{r}=b, b_{t}=b\), FirstIteration \(=\) true, and \(S T O P=\) false.
    2. Repeat
    3. If FirstIteration \(=\) false
    4. (a) Construct a bandwidth-based auxiliary graph \(A G\left(B, b_{t}\right)\).
    5. (b) Find a max-bandwidth path from \(s\) to \(d\) in the auxiliary graph.
                Let \(\hat{b}\) be the bandwidth of the max-bandwidth path.
            (c) If \(\hat{b}=0\), block the connection request.
                Set \(S T O P=\) true .
                    Continue to test the condition of Repeat loop.
        Else set \(b_{t}=\min \left(\hat{b}, b_{r}\right)\).
        EndIf
    EndIf
    For \(\Omega\) in \(\{S, B\}\)
        Construct an auxiliary graph \(A G\left(\Omega, b_{t}\right)\).
        Find a shortest path from vertex \(s\) to vertex \(d\) in the auxiliary graph.
        If a shortest path can be found
            (a) Use the lightpaths represented by the edges along the shortest path
                to provision (or partially provision) the connection request.
    17. (b) Update \(b_{r}\). Increment \(n_{\text {sd }}\) by one.
    18. (c) If \(b_{r}=0\), accept the connection request.
                Set \(S T O P=\) true .
            (d) ElseIf \(n_{\text {sd }}=N_{\text {sd }}\), block the connection request. Set \(S T O P=\) true.
                EndIf
            (e) Break out of For loop.
            EndIf
        EndFor
    27. Set FirstIteration \(=\) false .
    28. Until \(b_{r}=0\) or \(n_{\text {sd }}=N_{\text {sd }}\) or \(S T O P=\) true.
```

referring to the process of finding a single sd-path in the auxiliary graph. Similarly, the term "multi-path phase" is referring to the process of finding multiple sd-paths in the auxiliary graphs. The two phases are combined into a single iterative procedure (the Repeat-Until loop, lines 2 through 28). The first iteration of the algorithm is the single-path phase and the rest iterations belong to the multi-path phase. The multi-path phase is performed only when the single-path phase is unable to find a sd-path to provision the connection request.

Each iteration of the multi-hop algorithm consists of two parts. The first part of each iteration corresponds to the first loop of the For loop (lines 12 through 26) in which $\Omega=S$. The second part consists of the second loop of the For loop in which $\Omega=B$. In the first part, the algorithm uses an auxiliary graph consisting of only single-lightpath edges to try to find a sd-path. The second part is executed only when the first part is not able to find a sd-path. In the second part, the algorithm uses an auxiliary graph containing both single-lightpath edges and multi-lightpath edges to try to find a sd-path.

The target bandwidth $b_{t}$ for constructing an auxiliary graph need to be determined before constructing an auxiliary graph. In the first iteration, the target bandwidth $b_{t}$ for constructing an auxiliary graph is set to the requested bandwidth $b$ (line 1). In the rest iterations, the target bandwidth $b_{t}$ is determined at the beginning (lines 4 through 9) of each iteration.

At the beginning of each iteration except the first iteration, the algorithm finds the bandwidth of a maximum bandwidth path from the source node $s$ to the destination node $s$ by constructing a slightly different auxiliary graph and solves a max-bandwidth path problem [19] (lines 4 and 5). The auxiliary graph consists of both singlelightpath and multi-lightpath edges among the node pairs based on a target bandwidth of $b_{r}$ with a slight different criterion in adding a multi-lightpath edge between a node pair. A multi-lightpath edge is added between a node pair regardless of whether the total bandwidth of the selected existing lightpath(s) and candidate lightpath(s) is greater than or equal to the target bandwidth or not. The weight assigned on each edge is the total bandwidth of the set of lightpaths represented by the edge. This auxiliary graph will be referred to as a bandwidth-based auxiliary graph. The algorithm then finds a path with the maximum bandwidth from source node $s$ to destination node $d$ using the bandwidth-based auxiliary graph by solving a max-bandwidth path problem [19].

Let $\hat{b}$ denote the bandwidth of the max-bandwidth path from node $s$ to node $d$. If $\hat{b}$ is zero (lines 6 through 8), the connection request is blocked since there is not enough available bandwidth to fully provision the connection request. Otherwise (line 9), the target bandwidth $b_{t}$ for constructing an auxiliary graph is set to $\hat{b}$ or the remaining bandwidth to be satisfied $b_{r}$, whichever is smaller.

Then the first part of each iteration (the first loop of the For loop) tries to find a sd-path from source node $s$ to destination node $d$ in an auxiliary graph consisting of only single-lightpath edges among the node pairs (lines 13 and 14). If no sd-path can be found, the algorithm continues with the second part of the current iteration (the second loop of the For loop). On the other hand, if a sd-path can be found in the first part (line 15), the algorithm (i) uses the lightpaths represented by the edges along the sd-path to provision (or partially provision) the connection request (line 16), (ii) increments the number of sd-paths by one (line 17), (iii) updates the remaining bandwidth to be satisfied (line 17). If the remaining bandwidth to be satisfied is zero, accept the connection request and terminate the algorithm (lines 18 through 19). If the number of sd-paths reaches the upper limit $N_{\text {sd }}$ and the remaining bandwidth is not completely satisfied, block the connection request and terminate the algorithm (lines 20 and 21). If the requested bandwidth is not completely fulfilled and the number of sd-paths is less than the upper limit $N_{\text {sd }}$, proceed to the next iteration in the Repeat-Until loop (line 22). The second part of each iteration (the second loop of the For loop) employs an auxiliary graph consisting of both single-lightpath edges and multi-lightpath edges among the node pairs to try to find a sd-path from node $s$ to node $d$ (lines 13 and 14). The rest operations of the second part of each iteration are the same as those of the first part of each iteration. The algorithm continues iteratively until the requested bandwidth is completely fulfilled or the connection request is blocked.

Figure 4 can be used as an example to briefly explain the proposed multi-hop multipath RMSA and traffic grooming algorithm. Let node 1 be the source node and node 5 be the destination node of an incoming connection request with a bandwidth requirement of $b$. Suppose that the first iteration of the Repeat-Until loop is not able to find any sd-path with sufficient bandwidth to provision the connection request, i.e., both the first and second loop of the For loop are unable to find a sd-path. The algorithm enters the second iteration of the Repeat-Until loop.

The algorithm finds the bandwidth, $\hat{b}$, of a maximum bandwidth path from node 1 to node 5 , which must be less than $b$ since the first iteration of the Repeat-Until loop is unable to find a sd-path with sufficient bandwidth. Hence, the target bandwidth $b_{t}$ for constructing an auxiliary graph is set to $\hat{b}$. The algorithm then proceeds to the For loop. Suppose that the first loop $(\Omega=S)$ of the For loop constructs an auxiliary graph as shown in Fig. 4(b). No sd-path from node 1 to node 5 can be found in the auxiliary graph shown in Fig. 4(b). The second loop $(\Omega=B)$ of the For loop constructs an auxiliary graph as shown in Fig. 4(c). Suppose that a shortest sd-path $1-2-5$ is found in the auxiliary. The set of the lightpaths represented by the single-lightpath edge $(1,2)$ and multi-lightpath edge $(2,5)$ is used to partially provision the connection request. The algorithm then proceeds to the next iteration of the Repeat-Until loop until the condition ( $b_{r}=0$ or $n_{\mathrm{sd}}=N_{\mathrm{sd}}$ or $S T O P=$ true $)$ in line 28 of the algorithm is satisfied.

## 4. Computational complexity

The two most time consuming operations in the dynamic multi-hop multipath algorithm are constructing auxiliary graphs and finding sd-paths in auxiliary graphs. In the worst case, there are two directed edges connecting each pair of vertices in an auxiliary graph, one in each direction. Each edge represents one or more existing lightpaths or candidate lightpaths or both. In the worst case, the algorithm needs to find all candidate lightpaths between a pair of nodes and calculate their lightpath weights.

The weight of each candidate lightpath can be calculated in the process of finding the candidate lightpath. The worst case complexity for calculating the lightpath weight of a candidate lightpath is dominated by that of the computation of the spectrum misalignment term which involves checking the continuity status between the spectrum slots of a lightpath on a link and the same spectrum slots on neighboring links. To find all candidate lightpaths and their lightpath weights along the $K$ shortest physical paths between $s$ and $d$, the algorithm needs to go through all $K$ shortest paths, all physical hops of each path, all spectrum slots at each link and its neighboring links. Hence, the worst case complexity for finding all candidate lightpaths along the $K$ shortest physical paths between a pair of nodes and calculating their lightpath weights is of $O\left(K H D S_{f}\right)$.

As described previously, the worst case computational complexity for finding all candidate lightpaths between a pair of nodes and calculating their lightpath weights is of $O\left(K H D S_{f}\right)$. Let $V$ be the number of nodes in the network. There are $O\left(V^{2}\right)$ source-destination pairs in the network. Hence, the worst case computational complexity for constructing an auxiliary graph is of $O\left(V^{2} K H D S_{f}\right)$. The multi-hop multipath algorithm finds a maximum of $N_{\mathrm{sd}}$ sd-paths each in one auxiliary graph. Thus, the worst case computational complexity for the multi-hop multipath algorithm to construct auxiliary graphs is of $O\left(N_{\mathrm{sd}} V^{2} K H D S_{f}\right)$.

The worst case computational complexity for finding a shortest sd-path in an auxiliary graph using the best shortest path algorithm is of $O(E+V \log V)$ where $E$ is the maximum number of edges in an auxiliary graph. Hence, the worst case computational complexity for finding a shortest sd-path in an auxiliary graph using the best shortest path algorithm is of $O\left(V^{2}+V \log V\right)$. Thus, for the multi-hop multipath algorithm that finds a maximum of $N_{\mathrm{sd}}$ sd-paths, the worst case computational complexity for finding a maximum of $N_{\mathrm{sd}}$ sd-paths is of $O\left(N_{\mathrm{sd}} V^{2}+N_{\mathrm{sd}} V \log V\right)$.

It is obvious that constructing auxiliary graphs has higher computational complexity than finding sd-paths in auxiliary graphs. Thus, the worst case computational complexity of the multi-hop multipath is dominated by that for constructing auxiliary graphs which is of $O\left(N_{\mathrm{sd}} V^{2} K H D S_{f}\right)$.

## 5. Performance study

The performance of the proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm is studied via simulation. The performance of the proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm is compared with that of an algorithm proposed in [13] since this is the only work that employs multi-hop routing among the previous works [5,9-11,13,14,17,33,34,37-39] on dynamic multipath RSA in EON. Among
the three dynamic multi-hop multipath RMSA and traffic grooming algorithms proposed in [13], the MP-MSU algorithm yields the lowest request blocking ratio. Therefore, the performance of the algorithm proposed in this paper is compared with that of the MP-MSU algorithm proposed in [13]. Three versions of the proposed algorithm with three different values, namely, 1,3 , and infinity, for the limit on the number of sd-paths in the auxiliary graphs, $N_{\mathrm{sd}}$, are studied. In the simulation results to be given in the following, the three versions of the proposed dynamic multi-hop multipath RMSA and traffic grooming algorithm will be respectively labeled as "MHMP-1", "MHMP-3", and "MHMP-inf".

Four performance measures, namely, bandwidth blocking ratio, spectrum utilization factor, sub-transponder utilization factor, and average number of existing lightpaths per request are used in the simulation study. Ninetyfive percent confidence interval is calculated for each data point obtained in the simulation results. The bandwidth blocking ratio is calculated as the total requested bandwidth of blocked connection requests to the total requested bandwidth of all connection requests.

The spectrum utilization factor is calculated in the following way. Let $P$ be the set of lightpaths established during the simulation time and $p_{i} \in P$ be the $i$ th lightpath in $P$. Recall that the number of spectrum slots allocated to lightpath $p_{i}$ is $\psi\left(p_{i}\right)$ as defined in equation (1). Let $t\left(p_{i}\right)$ be the holding time of lightpath $p_{i}$. The holding time of a lightpath can be obtained during the simulation by subtracting the time at which the lightpath is established from the time at which it is torn down when no connection is using the lightpath. Let $T$ be the length of the simulation time. The spectrum utilization factor is calculated as the following ratio

$$
\begin{equation*}
\frac{\sum_{p_{i} \in P} \psi\left(p_{i}\right) t\left(p_{i}\right)}{L S_{f} T} \tag{10}
\end{equation*}
$$

where $L$ is total number of directed links (or optical fibers) in the network. Recall that $S_{f}$ is the number of spectrum slots on each directed link (or optical fiber). The numerator in equation (10) can be accumulated during the simulation whenever a lightpath is torn down.

The sub-transponder utilization factor is computed in the following manner. Let the number of transponders (or SBVTs) in the network be denoted by $\Theta$ and the number of sub-transponder contained in each transponder be denoted by $\theta$. Each sub-transponder contains a transmitting side component and a receiving side component [27]. A lightpath occupies a transmitting side component of a sub-transponder at its originating node and a receiving side component of a sub-transponder at its terminating node during its holding time. For the purpose of calculating sub-transponder utilization factor, a transmitting side component and a receiving side component occupied by a lightpath can be counted as one sub-transponder although they are located at different nodes. The sub-transponder utilization factor is calculated as the following ratio

$$
\begin{equation*}
\frac{\sum_{p_{i} \in P} t\left(p_{i}\right)}{\Theta \theta T} \tag{11}
\end{equation*}
$$

Similarly, the numerator in equation (11) can be accumulated during the simulation whenever a lightpath is torn down.

The average number of existing lightpaths per request is calculated as follows. The number of existing lightpaths used to provision each accepted connection request is counted when each is accepted. The average number of existing lightpaths per request is computed as the ratio of the total number of existing lightpaths used to provision all accepted connection requests to the number of accepted connection requests.

### 5.1. Simulation model

Two network topologies are used in our performance study, namely, the 14 -node NSFNET with 21 bidirectional links and the 24-node USNET with 43 bidirectional links as shown in Figs 6(a) and 6(b) respectively. Each link consists of two optical fibers one in each direction. The lengths of the fibers in terms of kilometers are shown on the links in the figures. The total number of available spectrum slots on each fiber is 320 and the width of each


Fig. 6. (a) The topology of the 14 -node NSFNET with 21 bidirectional links. (b) The topology of the 24-node USNET with 43 bidirectional links.
spectrum slot is 12.5 GHz . For a lightpath without employing the optical grooming mechanism, guard bands are added on both sides of the traffic slot(s). The width of each guard band is one spectrum slot.

The number of SBVTs in each node is 48 multiplied by the degree of the node. Each SBVT consists of 3 sub-transponders. Each SBVT is able to support up to 10 sub-carriers and 4 modulation formats, namely, BPSK, QPSK, 8-QAM, and 16-QAM. For simplicity, it is assumed that SNR (signal to noise ratio) loss in the EON nodes can be compensated such that transmission reach for a given modulation format is a fixed distance. Techniques for compensation of SNR losses due to various components in the nodes have been discussed in [22]. With the above assumption, the transmission reach for QPSK is selected to be 7,200 Km [7]. The transmission reaches for BPSK, 8-QAM, and 16-QAM are chosen respectively to be $14,400 \mathrm{Km}, 3,600 \mathrm{Km}$ and $1,800 \mathrm{Km}$ according to the half-distance law [4].

Connection requests are assumed to arrive at the network according to Poisson process with a mean arrival rate of $\lambda$ per time unit. Holding times of connection requests are assumed to be exponentially distributed with a mean of one time unit. Bandwidth requirement of each connection request is randomly selected among $10 \mathrm{Gbps}, 40 \mathrm{Gbps}$, 100 Gbps , and 160 Gbps .

The source and destination nodes of each connection request are selected in the following manner. For the NSFNET topology, measured traffic data [21] is used to derive the probabilities for selecting source and destination nodes. The probability that a node is selected as the source node of a connection request is calculated as the ratio of the amount of outgoing traffic of the node to the total amount of outgoing traffic of all nodes. Given a selected source node $i$, the probability that node $j, j \neq i$, is selected as the destination node is computed as the ratio of the amount of traffic from node $i$ to node $j$ to the total amount of outgoing traffic of node $i$.

For the USNET topology, a guideline for generating non-uniform traffic [26] is used to derive the probabilities for selecting source and destination nodes. The nodes are classified into "Large" nodes and "Small" nodes. Six of the nodes, namely, nodes $5,6,8,10,15$, and 16, are selected as "Large" nodes and the rest of the nodes are "Small" nodes. Traffic distribution among the nodes is as follows: Large-Large: 40\%, Large-Small: 40\%, Small-Small: $20 \%$. The probabilities for selecting source and destination nodes are calculated based on the traffic distribution.

### 5.2. Comparison of bandwidth blocking ratios

Figures 7(a) and 7(b) compare the bandwidth blocking ratios. It can be observed that all three versions of the proposed MHMP algorithm yield lower bandwidth blocking ratios than the MP-MSU algorithm proposed in [13]. The main reason is that the edge weight on each edge in the auxiliary graph used in the proposed MHMP algorithm is related to the lightpath weights of the set of the lightpaths represented by the edge, which in turn is related to the number of spectrum slots occupied by the lightpaths, spectrum fragmentation, and spectrum misalignment of the set of lightpaths represented by the edge. Whereas spectrum fragmentation and spectrum misalignment are


Fig. 7. Comparison of bandwidth blocking ratio.
not considered in the MP-MSU algorithm proposed in [13]. The proposed MHMP algorithm uses the minimumweight sd-path in the auxiliary graph to provision a connection request implying that lightpaths with less number of spectrum slots, less spectrum fragmentation, and less spectrum misalignment are selected to provision the connection request. Thus, the lightpaths along the minimum-weight sd-path induce less spectrum fragmentation and less spectrum misalignment leading to more useful available spectrum resource for provisioning upcoming connection requests resulting in lower bandwidth blocking ratio.

Comparing the proposed MHMP algorithm with different values for the limit on the number of sd-paths in the auxiliary graphs, when the traffic load is low, in general, the higher the limit on the number sd-paths in the auxiliary graphs the lower the bandwidth blocking ratio. In other words, the MHMP-inf algorithm yields lower bandwidth blocking ratio than the MHMP-3 algorithm and the MHMP-3 algorithm yields lower bandwidth blocking ratio than the MHMP-1 algorithm. The reason is that spectrum resource in the network is abundant when the traffic load is low. With abundant spectrum resource, the proposed MHMP algorithm with higher limit on the number sd-paths is able to use more lightpaths to try to fulfill more connection requests resulting in lower bandwidth blocking ratio. However, when the traffic load is medium to high, spectrum resource in the network is somewhat rare to rare. The proposed MHMP algorithm with lower limit on the number sd-paths uses spectrum resource relatively more conservatively leaving more spectrum resource for upcoming connection requests. Thus, the proposed MHMP algorithm with lower limit on the number sd-paths is able to yield lower bandwidth blocking ratio.

### 5.3. Comparison of spectrum utilization factors

Figures 8(a) and 8(b) show the spectrum utilization factors. It can be observed that, when the traffic load is low, all three versions of the proposed MHMP algorithm yield lower spectrum utilization factors than the MP-MSU algorithm proposed in [13]. The reason is that the proposed MHMP algorithm prefers to utilize residual bandwidths of existing lightpaths to provision connection requests, whereas the MP-MSU algorithm does not give priority to using residual bandwidths of existing lightpaths. When the traffic load is low, it is likely that residual bandwidths of existing lightpaths can be found to provision connection requests without establishing new lightpaths resulting in lower spectrum utilization factors for the three versions of the proposed MHMP algorithm than the MP-MSU algorithm proposed in [13].

As the traffic load increases, residual bandwidths of existing lightpaths and available spectrum slots along sdpaths with smaller number of hops become scarce. Giving priority to using residual bandwidths of existing lightpaths may need to use residual bandwidths of existing lightpaths along sd-paths with larger number of hops requiring more bandwidth for provisioning connection requests. Thus, when the traffic load is high, all three versions of the proposed MHMP algorithm yield higher spectrum utilization factors than the MP-MSU algorithm proposed


Fig. 8. Comparison of spectrum utilization factors.


Fig. 9. Comparison of sub-transponder utilization factors.
in [13]. This phenomenon is more evident as the limit on the number sd-paths increases for the proposed MHMP algorithm. The proposed MHMP algorithm with larger limit on the number sd-paths yields higher spectrum utilization factor.

### 5.4. Comparison of sub-transponder utilization factors

Figures 9(a) and 9(b) compare the sub-transponder utilization factors. It can be observed that all three versions of the proposed MHMP algorithm yield lower sub-transponder utilization factors than the MP-MSU algorithm proposed in [13] except when the traffic load is high in the USNET topology. The reason is that all three versions of the proposed MHMP algorithm prefer to use residual bandwidths of existing lightpaths to provision connection requests; i.e., sharing sub-transponders of existing lightpaths is preferable than using free sub-transponders to establish new lightpaths. The MP-MSU algorithm proposed in [13] also employs electrical grooming mechanism; however, no preference is given to using residual bandwidths of existing lightpaths. Hence, all three versions of the proposed MHMP algorithm use electrical grooming mechanism significantly more frequently than the MP-MSU algorithm. Therefore, all three versions of the proposed MHMP algorithm yield lower sub-transponder utilization factors than the MP-MSU algorithm.

When the traffic load is high in the USNET topology, the proposed MHMP algorithm having a limit on the number of sd-path of three or infinity yields higher sub-transponder utilization factor than the MP-MSU algorithm. This is because the USNET topology has larger number of nodes and links compared with the NSFNET topology. Hence, there are more alternatives for finding an sd-path between each pair of nodes in the USNET topology. When the traffic load is high, the residual bandwidths of existing lightpaths and available spectrum slots are scarce along sd-paths with smaller number of hops and smaller number of concatenated lightpaths. The MHMP-3 and MHMP-inf algorithms allow more sd-paths to be used to provision each connection request than the MHMP-1 and MP-MSU algorithms. Therefore, in the USNET topology, it is more likely that the MHMP-3 and MHMP-inf algorithms use sd-paths with larger number of concatenated existing lightpaths or new lightpaths at high traffic load to provision connection requests resulting in occupying larger number of sub-transponders.

### 5.5. Comparison of average number of existing lightpaths per request

Figures 10(a) and 10(b) show the average number of existing lightpaths per request. It can be observed that all three versions of the proposed MHMP algorithm yield higher average number of existing lightpaths per request than the MP-MSU algorithm proposed in [13]. This is because all three versions of the proposed MHMP algorithm prefer to use electrical grooming mechanism to groom traffic of connection requests onto existing lightpaths with residual bandwidths. In contrast, the MP-MSU algorithm proposed in [13] does not give priority to using electrical grooming mechanism although it also employs electrical grooming mechanism.

The two figures also show that the average number of existing lightpaths per request increases as the traffic load increases. As the traffic load increases, on the average, the residual bandwidth of each existing lightpath decreases since the average bandwidth of the traffic carried by each existing lightpath increases when the traffic load increases. With smaller average residual bandwidth in each existing lightpath, it is likely that a larger number of existing lightpaths is used to fulfill a connection request.

Comparing the three versions of the proposed MHMP algorithm, the average number of existing lightpaths per request increases as the limit on the number of sd-paths increases, i.e., the MHMP-inf algorithm yields higher average number of existing lightpaths per request than the MHMP-3 algorithm and the MHMP-3 algorithm yields higher average number of existing lightpaths per request than the MHMP-1 algorithm. The average number of sd-paths used to provision a connection request increases as the limit on the number of sd-paths increases. A larger number of sd-paths is likely to contain a greater number of existing lightpaths. Thus, the average number of existing lightpaths per request increases as the limit on the number of sd-paths increases.


Fig. 10. Comparison of average number of existing lightpaths per request.

## 6. Conclusion

The dynamic multi-hop multipath RMSA and traffic grooming problem in OFDM-based sliceable elastic optical networks has been studied in this paper. A lightpath weight that combines the number of spectrum slots, spectrum fragmentation, and spectrum misalignment has been used to evaluate the potential effect of a lightpath on the availability of network resource. An auxiliary graph has been developed to aid finding source-destination path(s) for provisioning connection requests. Based on the auxiliary graph, this paper has proposed a dynamic multihop multipath RMSA and traffic grooming algorithm. Simulation has been carried out to show that the proposed algorithm is able to yield low bandwidth blocking ratio.
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