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Abstract.

Background: Alzheimer’s disease and mild cognitive impairment are common diseases in the elderly, affecting more than
50 million people worldwide in 2020. Early diagnosis is crucial for managing these diseases, but their complexity poses a
challenge. Convolutional neural networks have shown promise in accurate diagnosis.

Objective: The main objective of this research is to diagnose Alzheimer’s disease and mild cognitive impairment in healthy
individuals using convolutional neural networks.

Methods: This study utilized three different convolutional neural network models, two of which were pre-trained models,
namely AlexNet and DenseNet, while the third model was a CNN1D-LSTM neural network.

Results: Among the neural network models used, the AlexNet demonstrated the highest accuracy, exceeding 98%, in diag-
nosing mild cognitive impairment and Alzheimer’s disease in healthy individuals. Furthermore, the accuracy of the DenseNet
and CNN1D-LSTM models is 88% and 91.89%, respectively.

Conclusions: The research highlights the potential of convolutional neural networks in diagnosing mild cognitive impairment
and Alzheimer’s disease. The use of pre-trained neural networks and the integration of various patient data contribute to
achieving accurate results. The high accuracy achieved by the AlexNet neural network underscores its effectiveness in
disease classification. These findings pave the way for future research and improvements in the field of diagnosing these
diseases using convolutional neural networks, ultimately aiding in early detection and effective management of mild cognitive
impairment and Alzheimer’s disease.

Keywords: Alzheimer’s disease, AlexNet convolutional neural network, DenseNet convolutional neural network, mild cog-
nitive impairment

INTRODUCTION

Alzheimer’s disease is a progressive brain disor-
der that causes memory loss and cognitive decline
due to the death of brain cells. It is the most common
type of dementia and has a significant negative impact
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on both the individual and social life of affected
individuals. According to recent statistics, more than
46.8 million people worldwide are currently suffer-
ing from dementia, with 44 million people suffering
from Alzheimer’s disease. This number is expected
to increase to 131.5 million by 2050 [1, 2]. With the
advancements in various imaging technologies such
as magnetic resonance imaging, positron emission
tomography, and computed tomography in medical
examinations, many attempts have been made to
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process, simulate, and interpret the results for com-
puter purposes. This accurate diagnosis is crucial for
medical professionals [3]. Deep learning is a sub-
set of machine learning in artificial intelligence that
allows a machine to learn classification tasks from
raw data due to its multi-layered or ordered network
structure. A convolutional neural network is used
to extract high-level features from image classifica-
tion and prediction. Because of its high success in
image analysis and classification, it is the most used
deep learning algorithm [4]. Convolutional neural
networks can hierarchically extract the most distinct
feature representations. 2D convolutional neural net-
works have achieved excellent performance in the
diagnosis of Alzheimer’s disease [5]. There are two
general approaches to classifying Alzheimer’s dis-
ease. The first approach is binary classification, which
classifies healthy people against Alzheimer’s dis-
ease or mild cognitive impairment and the second
is multi-classification which classifies the disease in
different levels from healthy, Alzheimer’s, mild cog-
nitive impairment, etc. [6]. In, a five-step method
is proposed to classify MRI images which includes
acquisition and annotation, pre-processing and data
augmentation, cross-validation, convolutional neu-
ral network model, and classification of Alzheimer’s
disease. This method uses machine learning and dig-
ital image processing to predict whether they have
Alzheimer’s or not. In [7], considering previous stud-
ies, behaviors of convolutional neural networks are
identified by moving from 2D to 3D architecture.
The purpose of this study is to examine the out-
put of various convolutional neural network models
that have been implemented to classify brain MRI
or positron emission tomography images in order to
predict Alzheimer’s disease. Also, this study has tried
to summarize the characteristics of this model with
various parameters that are adjusted and changed. In
[4], a basic architecture has been tested by changing
the reception area based on the size of the convolu-
tion layer kernel and its steps. This research studies a
simple encoder-based convolutional neural network
with a sequential flow of features from low-level
to high-level feature extraction. The idea is to pro-
vide a divergent reception by increasing the size of
the filter and the stride from lower to higher levels.
So, feature redundancy is reduced and the unimpor-
tant features fade away. The proposed architecture is
called “DivNet” [7].

In [8], the dataset consists of four classes: very
mild dementia, mild dementia, moderate dementia,
and non-dementia. First, the dataset was prepared and

pre-processed and the network was trained with this
dataset. The purpose of the hybrid model is to benefit
from the current knowledge of ResNet-50 architec-
ture. In the improved hybrid model, the last five layers
of ResNet-50 have been removed. Ten new layers
have been added instead of these deleted layers and
the number of layers has been increased from 177 to
182.

In [4], a convolutional neural network has
been implemented for the diagnosis and classifi-
cation of Alzheimer’s disease using MRI images.
Researchers used positron emission tomography and
MRI imaging, cognitive tests, genetics, and blood
characteristics as predictors of Alzheimer’s disease.
The dataset was collected from two sources and has
three classes which are mild images, normal control,
and Alzheimer’s disease. The training dataset along
with the test dataset contains 7635 images. One of the
main reasons for combining data from two sources is
to increase the number of images and improve the
performance of the model.

In response to the challenge of classifying
Alzheimer’s disease using deep learning, a con-
volutional neural network method with 18-layer
architecture is proposed in [9] so that ResNet archi-
tecture has been used with changes for the training
process. The activation function used in the last
residual block has been modified before the pool-
ing process. The Mish activation function is used to
replace the modified linear unit activation function,
which is the default activation function of ResNet
architecture. Mish is a non-uniform activation func-
tion that is smooth, continuous, and self-adjusting.
The Mish function uses the self-gating feature where
the non-modulated input is multiplied by the output
of the input nonlinear function [10, 11].

Another architecture called multi-plane convolu-
tional neural network has been introduced which is
used in its design from multiple inputs. It has been
evaluated using T1-weighted structural MRI data,
which includes 500 cases of Alzheimer’s disease, 500
cases of mild cognitive impairment, and 500 cases of
normal control, and collected from the Alzheimer’s
disease neuroimaging database. The designed net-
work consists of 14 layers including input and output
layers [9].

Research [12] proposes a method for developing an
automatic classification system for Alzheimer’s dis-
ease using the AlexNet architecture. It has been done
using MRI images to classify without dementia, very
mild dementia, mild dementia, and moderate demen-
tia. DenseNet -121 trained by MRI images and the
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accuracy of Alzheimer’s disease diagnosis has been
measured using it in [13].

Three-dimensional neural networks are compu-
tationally much more complex and require more
computational resources. This can lead to longer
training and execution times for the required models.
Additionally, the use of three-dimensional networks
necessitates stronger hardware resources, as running
three-dimensional models requires more memory
and processing power. Iranian hospitals, in gen-
eral, face limitations in terms of powerful computer
systems. Therefore, the development and use of
three-dimensional neural networks in Iranian hospi-
tals are generally hindered by technical difficulties
and hardware limitations. As a result, the aim of
this research is to utilize two-dimensional neural
networks and one-dimensional neural networks for
diagnosing Alzheimer’s disease and mild cognitive
impairment from healthy individuals.

In this research, unique settings have been used for
the AlexNet and DenseNet neural networks, which
have not been used in other related research. For
example, the Adam optimizer has been used for the
AlexNet neural network, while in the study [3], the
SGD optimizer was used for AlexNet. Additionally,
the DenseNet-BC neural network has been used for
the three-dimensional dataset, but in this study, it has
been applied to a two-dimensional dataset. In addi-
tion to AlexNet and DenseNet neural networks, a
one-dimensional neural network has been utilized.

The remainder of this paper is organized as follows:
In the materials and methods section, the dataset and
proposed neural network models will be introduced.
Then, the results obtained from the experiments will
be presented. Finally, the discussion and analysis of
the results will be conducted, along with a compari-
son to related research studies.

MATERIALS AND METHODS

Dataset

The dataset used in this paper is the Alzheimer’s
Disease Neuroimaging Initiative [14]. The origi-
nal images of this dataset are in 3D formats. For
convenience in using convolutional neural network
algorithms, another dataset has been used which
has two-dimensional images and is taken from
Alzheimer’s disease neuroimaging data. In other
words, the dataset used in the paper was downloaded
from the Kaggle website. However, the images used
on this website are actually the same ADNI website

Table 1
Classes of Alzheimer’s Disease Neuroimaging Initiative dataset
based on the type of disease

Class name Description Number of samples
AD Alzheimer’s disease 1124
MCI Mild cognitive impairment 2590
CN healthy people 1440

(a) Alzheimer's
disease (AD)

(b) Mild cognitive
impairment (MCI)

(c) Normal (CN)

Fig. 1. Three different examples of brain images from people with
(a) Alzheimer’s disease, (b) mild cognitive impairment, and (c)
healthy people.

images that have been converted into two dimensions.
Considering that the 3D images have been converted
to 2D, as a result, each person in this dataset has
several different images. The utilized 2D images in
the dataset are of the T1-weighted type. Additionally,
for calculating the NDI (Neurite Density Index) and
ODI (Orientation Dispersion Index) parameters in the
neurite orientation dispersion and density imaging
(NODDI) method, diffusion-weighted images have
been used for each patient. The dataset used in terms
of the type of disease includes 3 separate classes; the
number of samples of each class is listed in Table 1.
Also, a sample image of each data set class is shown
in Fig. 1.

In the ADNI dataset, there exists an additional tab-
ular dataset for each patient, representing some of
the features obtained from the patients. In Table 2,
numerical features used in this dataset have been
subjected to statistical analysis. In addition to these
numerical features, non-numerical attributes such as
Gender, Race, Nationality, and Marital status have
been utilized in this research.

For age, mini-mental state examination (MMSE),
Assessment Scale-Cognitive Subscale (ASCS), and
Rey Auditory Verbal Learning Test (RAVLT) fea-
tures, the first value represents the mean, the value
inside the parentheses indicates the standard devia-
tion, and the value inside the brackets denotes the
minimum and maximum values associated with the
respective feature. For the male and female gender
features, as well as the married and single status, the
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Table 2
Characteristics of individuals in Alzheimer’s Disease Neuroimag-
ing Initiative dataset

Characteristics AD MCI CN
Age, 73.47 74.24 74.58
mean(std)[Range],y  (7.99) (8.11) (3.76)
[56.4 — [55.2 — [70.0 —
89.1] 87.9] 85.8]
Female Sex, 100 166 264
No(%) 9.77) (16.21) (25.78)
Male Sex, No(%) 51 324 119
(4.98) (31.64) (11.62)
Married, No(%) 120 447 269
(11.72) (43.65) (26.27)
Single, No(%) 31 43 114
(3.03) 4.2) (11.13)
MMSE, 21.19 25.01 29.05
mean(std)[Range] (4.96) (3.82) (1.32)
[0.0 — [9.0 — [19.0 —
29.0] 30.0] 30.0]
ASCS, 22.0 15.39 5.72
mean(std)[Range] (10.02) (8.24) (3.27)
[6.33 — [2.0 — [0.67 —
63.0] 57.0] 18.0]
RAVLT, 19.68 25.75 43.72
mean(std)[Range] (8.28) 9.01) (10.22)
[0.0 — [0.0 — [14.0 —
40.0] 58.0] 67.0]

first number indicates the count of that feature relative
to the total members of the dataset, and the second
number in prantesis represents the percentage of that
feature from the total.

In Table 2, the last three rows represent various
tests related to Alzheimer’s disease and mild cogni-
tive impairment, which have been conducted on each
patient. The concept of the numerical score for each
of these tests is as follows [14]:

e MMSE: A score of 25 or higher is consid-
ered a normal classification. If the score is
below 24, an abnormal result is typically consid-
ered indicating a potential cognitive impairment.
The maximum score for the Mini-Mental State
Examination is 30.

e ASCS: higher scores (>18) indicate greater cog-
nitive impairment.

e RAVLT: RAVLT consists of five consecutive tri-
als presenting a list of 15 words. The list is read
aloud to the participant and immediately after-
wards, the participant is asked to recall as many
words as possible. This procedure is repeated for
five consecutive trials (Trials 1 to 5). The range
of scores for the RAVLT in this dataset is 0 to 75.
The normal range for this test may vary depend-
ing on various factors such as age, gender, and
education level of the individual. However, the

normal threshold for this test is considered to be
85% of the total test score. In other words, indi-
viduals who score higher than 85% of the total
test score have a normal performance on this test.

Models

In this paper, three different types of convolu-
tional neural networks are used, namely AlexNet,
DenseNet, and one-dimensional convolutional neu-
ral networks with LSTM layers in order to diagnose
Alzheimer’s disease and mild cognitive impairment
and normal people. The input of AlexNet and
DenseNet is the original image. Based on the pre-
viously trained features, they easily learn the new
features in the brain images and finally give a model
as an output that can be used to accurately predict
Alzheimer’s disease or mild cognitive impairment or
a healthy person. In addition to the numerical charac-
teristics resulting from the orientation dispersion and
density of the microstructures in the cerebral cortex
of the patients.

The input of the one-dimensional convolutional
neural network includes individual characteristics,
such as gender, race, ethnicity, and marital status, and
the score of the Mini—mental state examination, the
score of Assessment Scale-Cognitive Subscale, and
the score of the Rey Auditory Verbal Learning Test.

In this study, the dataset is divided into two cate-
gories: 80% for training and 20% for testing. Also,
30% of the training data is randomly considered as
validation data at each stage of the training process.
Finally, images were classified and each model was
evaluated using different metrics.

Most of the research conducted in the field of
Alzheimer’s disease diagnosis has been done using
neural networks to distinguish Alzheimer’s disease or
mild cognitive impairment from healthy individuals.
These neural networks have mostly been two-
dimensional convolutional neural networks, dividing
the subjects into two categories: Alzheimer’s disease
patients and healthy individuals, or mild cogni-
tive impairment patients and healthy individuals. In
these studies, researchers train either arbitrary or
pre-trained convolutional neural networks on MRI
images of patients and use the resulting model to
diagnose the disease. Furthermore, these studies have
not made any use of personal information such as
age, gender, marital status, psychological test scores
obtained from the patients, etc., in the neural network.
This research aims to implement these overlooked
factors as innovations and examine the obtained
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Fig. 2. Proposed model for diagnosing Alzheimer’s disease and mild cognitive impairment from healthy individuals using the AlexNet

model.
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Fig. 3. Proposed model for diagnosing Alzheimer’s disease and mild cognitive impairment from healthy individuals using the DenseNet-BC

model.

results with the accuracy of different models. The
following are the proposed implementations:

e The wuse of AlexNet convolutional neu-
ral network for distinguishing patients with
Alzheimer’s disease, mild cognitive impairment,
and healthy individuals from each other.

e The use of DenseNet convolutional neu-
ral network for distinguishing patients with
Alzheimer’s disease, mild cognitive impairment,
and healthy individuals from each other.

e The use of one-dimensional convolutional neu-
ral network to simultaneously utilize numerical
data extracted from MRI images and personal
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information of patients, including age, gender,
marital status, etc.

AlexNet neural network model

AlexNet is a deep neural network architecture
used for pattern recognition in images. AlexNet
consists of eight layers, including five convolu-
tional layers followed by max-pooling layers, and
three fully connected layers. Figure 2 depicts the
proposed model for diagnosing Alzheimer’s dis-
ease and mild cognitive impairment from healthy
individuals using the AlexNet convolutional neural
network.

In this model, Adam’s optimizer algorithm is used.
This algorithm is generally a good optimizer in many
fields, including image classification.

DenseNet-BC neural network model

DenseNet convolutional neural network has dif-
ferent types. In this research, its improved model,
namely DenseNet-BC, is used. This kind of architec-
ture has excellent performance with fewer parameters
to train. The proposed architecture for diagnosing
Alzheimer’s disease and mild cognitive impairment
from healthy individuals using the DenseNet-BC
neural network model is shown in Fig. 3.

In this research, the stochastic gradient descent
optimizer is used. Usually, this optimizer is proposed
for DenseNet-BC convolutional neural networks.

DenseNet-BC neural network model

In previous studies for diagnosing Alzheimer’s
disease or mild cognitive impairment using con-
volutional neural networks [12, 15-17], personal
information such as age, gender, marital status, etc.,
has not been used and the main focus has been given
to feature extraction from brain images. However,
in this research, in addition to numerical features
extracted from the dispersion direction and density
of the microstructures in the cerebral cortex of the
patients and the percentage of the relative area of the
gray matter in the brain images, individual features
such as gender, race, ethnicity, marital status, scores
on the MMSE, scores on the ASCS, and scores on
the RAVLT are also used.

Some of these data are not available directly and
calculations and processing should be done, but
some of them are directly available without any pre-
processing. In the following sections, the method

(a) (b)

Fig. 4. Extraction of gray and white matter areas using image
segmentation.

of obtaining each of these features or their pre-
processing is described separately.

Acquisition and pre-processing of inputs of
CNNID-LSTM model

In the following, the method of acquisition and pre-
processing of the inputs of the CNN1D-LSTM model
is described.

Segmentation of brain tissues into white and gray
matter is a common method for examining brain
disorders [18]. Gray matter has a large number of
neurons that allow information processing and propa-
gation of new information through axonal signaling in
white matter. Neurons also die naturally with increas-
ing age. There are various methods to implement
this segmentation in the field of medical images. In
the field of Alzheimer’s disease and mild cognitive
impairment, the gray area is very important [19]. One
of the new machine learning methods for image seg-
mentation into white matter and gray matter is the
k-means clustering algorithm [20, 21]. The k-means
machine learning algorithm is used for image seg-
mentation to extract gray matter regions of the brain
from white matter regions, instead of using classi-
cal image segmentation methods such as masking,
etc. An example of the main images of the data set
and the gray matter area extracted from it using the
k-means clustering method is shown in Fig. 4.

Gray and white matter are indicated by green and
white colors in Fig. 4, respectively. Then, the total
number of pixels with green color is considered as
the area of the gray matter area in the brain images.
We consider the ratio of green area to the total area
of the brain as the ninth input of the CNN1D-LSTM
model.
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The Neuron Density Index (NDI) refers to the num-
ber of neurons present in each unit volume relative to
the total volume described by covering spaces in the
microstructure of the brain. In simpler terms, it is the
number of neurons per unit volume relative to the
total volume. This parameter is usually represented
as a percentage or in the range of O to 1.

As the density of neurons increases, the value
of neuron density approaches 1. A decrease in this
parameter indicates a decrease in memory and disrup-
tion in the decision-making process in Alzheimer’s
disease patients; in other words, a decrease in the
neuron density parameter is a sign of Alzheimer’s
disease progression.

The Orientation Dispersion Index (ODI) is used in
the NODDI model to estimate the degree of direc-
tional dispersion in the extracellular space relative
to the intracellular space at each point in the brain.
More precisely, the DDI reflects the degree of direc-
tional dispersion in the extracellular space of the brain
at each point. In [22], changes in the Orientation
Dispersion Index in the brains of Alzheimer’s dis-
ease patients were investigated. The results of this
study showed that the ODI in certain brain regions of
Alzheimer’s disease patients had decreased. There-
fore, the decrease in ODI in Alzheimer’s disease
patients may indicate structural changes in white
matter fibers, which are usually accompanied by a
decrease in neural network activity and cognitive
function [23]. Therefore, the ODI can be used as a
diagnostic sign of Alzheimer’s disease, and studies
in this area can help improve the diagnosis and treat-
ment of this disease. Thus, the ODI index reflects the
diffusion of water molecules in brain tissue and its
value should be between 0 and 1. The values of NDI
and ODI are considered the tenth and eleventh inputs
of the one-dimensional convolutional neural network
model, respectively.

The input of neural network models must be in
numerical format. However, the characteristics of
gender, race, ethnicity, and marital status are stored as
strings in the dataset. In order to make these strings
understandable for the neural network model, they
must be converted to numbers. In Table 3, a sepa-
rate number is assigned to each of the values of these
characteristics and is replaced by string values in the
dataset.

Since the scores on the Mini-Mental State Exam-
ination, Mini-Cog test, and Rey Auditory Verbal
Learning Test are already in numerical format, there
is no need for data pre-processing, and these numbers
can be directly used in the neural network model [24].

Table 3
Conversion of string values of the data set into numerical values

Characteristics Numerical values

Gender Male: 0, Female: 1

Race Black: 0, White: 1, Asian: 2, Other: 3

Ethnicity American-Hispanic: 0, non- American -
Hispanic: 1

Marital Status Single: 0, Married: 1

After pre-processing the data, all of them should
be standardized, and finally, standardized features are
given as input to the convolutional neural network
model. Figure 5 shows the structure of the proposed
model for distinguishing Alzheimer’s disease, mild
cognitive impairment, and healthy individuals from
each other using a one-dimensional convolutional
neural network.

The input of the model is a one-dimensional layer
with a size of 11. This model consists of a con-
volutional layer with 16 filters and a kernel size
of 1, followed by a max-pooling layer of size 3.
Two fully connected layers with 125 and 3 neurons
are also employed. The generated feature vector is
then passed through three consecutive LSTM layers.
Finally, the feature vector is fed into multiple fully
connected layers, with the output layer being the last
layer.

Performance metrics

After training the models using the training dataset,
each model was run on the test data and the per-
formance of the networks was evaluated using a
confusion matrix. To construct the confusion matrix,
the actual and predicted labels for each data point in
the desired classification must first be determined.
Then, using these labels, the confusion matrix is
constructed, where columns represent the predic-
tions and rows represent the actual labels. Each
cell in this matrix shows the number of data points
that have been classified correctly or incorrectly.
Using this matrix, performance metrics such as
accuracy, precision, recall, and Fl-score can be
calculated:

e Accuracy metric:

TP + TN
Accuracy = (D
TP + FP + FN + TN
e Precision metric:
TP

Precision =

e — 2
TP + FP @
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Fig. 5. Proposed model for diagnosing Alzheimer’s disease and mild cognitive impairment from healthy individuals using one-dimensional

convolutional neural network.

e Recall metric:

TP
Recall = —— 3)
TP 4+ FN
e Specificity metric:
Specificit N 4)
ecificity = ————
Py = TN T FP
e Fl-score metric:
2 TP
Fl —score = ————— 5)
2 TP + FP + FN

RESULTS

Training results

The performance of the AlexNet model was eval-
vated in 10 different training epochs. The accuracy
of the AlexNet model on the training and validation
datasets is shown in Fig. 6.

The blue and orange lines in Fig. 6 show the
accuracy of the AlexNet model on the training and
validation datasets, respectively. As shown in Fig. 6,
at the beginning of the training, the model’s accuracy
on the training dataset was at its lowest, but as the
training progressed, the model’s accuracy improved.

The large gap between the blue and orange lines at
the beginning of the training indicates the overfitting
of the model to the training dataset. As the training

Model Accuracy

10 — Train
—— Validation
0.9
0.8
>
o
5
2 074
&
0.6

0.5 1

Epoch

Fig. 6. Accuracy plot of the AlexNet model on the training and
validation datasets.

progresses, the gap between the two lines decreases
and the two lines come close together due to achieving
abalanced state during the training process. As shown
by the orange line, the accuracy of the AlexNet model
on the validation data was at its lowest at the begin-
ning of the training, but as the training progressed,
the accuracy of the model on the validation dataset
improved.

In the DenseNet-BC model, the total number
of parameters is 24,492, out of which 23,940
are trainable parameters and 552 are non-trainable
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Fig. 7. Accuracy plot of the DenseNet model on the training and
validation datasets.

parameters. The total number of parameters in the
DenseNet-BC model is much lower than that of the
AlexNet neural network model. Therefore, it can be
concluded that the AlexNet model has been able to
find many more patterns in the images compared to
the DenseNet model. The accuracy of the DenseNet-
BC model on the training and validation datasets is
shown in Fig. 7.

It is evident from the blue curve that with an
increase in the number of training epochs, the accu-
racy of the DenseNet model has improved on the
training dataset. This indicates that the model has
adapted well to the training data and is capable of
accurately recognizing the training dataset. The high-
est accuracy of the model on the training dataset was
achieved in epoch 10.

As evident from the orange curve, the accuracy of
the DenseNet-BC model on the validation dataset has
improved with an increase in the number of training
epochs. However, the accuracy of the model on the
validation dataset reached its maximum in epoch 7
and then gradually decreased with an increase in the
number of training epochs.

The accuracy of the CNN1D-LSTM model on the
training and validation datasets after 30 epochs is
plotted in Fig. 8.

As shown in Fig. §, the CNN1D-LSTM model has
exhibited a positive trend on the training data, but
experienced a sharp decline on the validation data ini-
tially. However, after the 15th epoch, it continued to
ascend with high accuracy, indicating that the model
was able to fit the validation data effectively. The
CNN1D-LSTM model has a higher number of epochs

Model Accuracy

104 — Train

—— validation W/
/

0.6 1

0.5

0 5 10 15 20 25 30
Epoch

Fig. 8. Accuracy plot of the CNN1D-LSTM model on the training
and validation datasets.

compared to the pre-trained models, AlexNet and
DenseNet. This is because AlexNet and DenseNet
are pre-trained models that have learned a wide range
of features beforehand, whereas the CNN1D-LSTM
model is not pre-trained.

Test results

The confusion matrix of the AlexNet neural net-
work model on the test dataset is shown in Fig. 9.
The total number of test data points is 1024, out
of which 286 belong to healthy individuals and 738
belong to individuals with mild cognitive impairment
and Alzheimer’s disease. The AlexNet model has a
high accuracy in predicting healthy individuals, as it
has only misclassified one person as sick. In other
words, the AlexNet model has higher sensitivity in
detecting healthy individuals. However, in the case
of detecting sick individuals, the model has slightly
lower accuracy, as it has misclassified 12 out of
738 sick individuals as healthy. Overall, the AlexNet
model has successfully distinguished healthy indi-
viduals from those with mild cognitive impair-
ment and Alzheimer’s disease with an accuracy
of 73.98%.

Figure 10 shows the confusion matrix of the
DenseNet-BC model. As shown in Fig. 10, the
DenseNet-BC neural network model had relatively
good accuracy in predicting healthy individuals. Out
of 286 cases of healthy individuals, the model mis-
classified 33 cases as patients. The DenseNet model
also had lower accuracy in detecting patients com-
pared to healthy individuals, misclassifying 86 out
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Fig. 9. Confusion matrix of the AlexNet model.
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Fig. 10. Confusion matrix of the DenseNet-BC model.

of 738 patient cases as healthy individuals. Overall,
the DenseNet model was able to distinguish healthy
individuals, individuals with mild cognitive impair-
ment, and individuals with Alzheimer’s disease with
an accuracy of 88.37%.

The confusion matrix of the CNN1D-LSTM model
on the test dataset is shown in Fig. 11.

Based on the confusion matrix, although the
CNNI1D-LSTM model misdiagnosed 58 out of 286
healthy individuals as patient cases, the overall accu-
racy of the model is 91.89%. This accuracy rate is
lower compared to the AlexNet neural network model
but approximately 3% better than the DenseNet-BC
neural network model.
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Fig. 11. Confusion matrix of the CNN1D-LSTM model.
Table 4

Comparison of accuracy of AlexNet, DenseNet, and 1D Convolu-
tional Neural Network models

Metric AlexNet  DenseNet-BC ~ CNNI1D-LSTM
Accuracy (%) 98.73 88.37 91.89
Precision (%) 99.65 88.46 79.72
Sensitivity (%) 95.95 74.63 90.11
Specificity (%) 99.86 95.18 92.47
F1-Score (%) 97.76 74.63 84.60
DISCUSSION

In this study, several different convolutional neu-
ral network models were experimented with for the
early detection of Alzheimer’s disease and mild cog-
nitive impairment in healthy individuals. Important
evaluation metrics were considered for the con-
ducted experiments. Table 4 is a comparative analysis
of various performance metrics of three different
deep learning models: AlexNet, DenseNet-BC, and
CNNID-LSTM. These metrics include Accuracy,
Precision, Sensitivity, Specificity, and F1-Score.

AlexNet achieves the highest accuracy of 98.73%,
indicating its strong performance in correctly clas-
sifying the test data. AlexNet also has the highest
precision of 99.65%, indicating its ability to accu-
rately predict positive instances. The F1-Score, which
balances precision and sensitivity, is highest for
AlexNet at 97.76%, indicating its overall strong per-
formance across both metrics.

Based on Table 5, it is recommended to use
AlexNet for tasks requiring high accuracy and reason-
able sensitivity in data classification. CNN1D-LSTM
also has an acceptable accuracy but lower preci-
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Table 5
Comparison of machine learning models with the proposed models

Model Classification Accuracy (%)
CNN [25] AD, CN 93.26
CNN [26] MCI, CN 85.53
CNN [26] MCI, CN 74.34
VGG-16 [3] AD, MCI, CN 85.07
ResNet-50 [3] AD, MCI, CN 75.25
AlexNet with SGD AD, MCI, CN 95.70
optimizer [3]
AlexNet with Adam AD, MCI, CN 98.8
optimizer
DenseNet-BC AD, MCI, CN 88
CNNI1D-LSTM AD, MCIL, CN 91.89

sion, so its performance may decrease in cases
where detecting positive instances is crucial. Finally,
DenseNet-BC has lower accuracy and sensitivity and
should be avoided for cases where higher accuracy is
required.

The accuracy of the proposed models was com-
pared with other machine learning models in studies
that were performed on the Alzheimer’s Disease Neu-
roimaging Initiative dataset. The results are presented
in Table 5. The table compares different models based
on classification labels and the accuracy metric. In the
following table, the first three rows represent conven-
tional convolutional neural networks. In other words,
these networks, such as AlexNet or DenseNet, are not
pre-trained models.

Considering that the DenseNet-BC model has
more layers than other models but performs with
lower accuracy, it can be inferred that increasing the
number of layers in a convolutional neural network
does not necessarily lead to an increase in accuracy
for the network.

Limitations and conclusions

Given the structure of the proposed models, this
study has several limitations. The first limitation per-
tains to the lack of utilization of three-dimensional
datasets. By converting the three-dimensional dataset
into two-dimensional, some information is lost. The
second limitation of the research is the limited scope
of disease diagnosis, which includes only three cat-
egories: individuals with Alzheimer’s disease, mild
cognitive impairment, and healthy individuals. How-
ever, there are different levels of similar diseases
such as early mild cognitive impairment and late mild
cognitive impairment that exist. The third limitation
relates to the CNN1D-LSTM neural network model.
This model requires additional contextual informa-

tion such as gender, age, etc., related to the patient.
However, in some cases, this data may not be avail-
able.

The accuracy of the AlexNet neural network
model, with a precision of 98%, was significantly
better than the DenseNet-BC neural network model,
which had an accuracy of 88%. Additionally, the
CNNI1D-LSTM neural network model outperformed
the DenseNet-BC neural network model with an
accuracy of 91.89%.
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