International Journal of Developmental Science 17 (2023) 81-92
DOI 10.3233/DEV-230346
10S Press

How to Reduce Online Hate Speech Among
Adolescents? A Pilot Study on the Effects
of a Teaching Unit on Social Norms,
Self-efficacy and Knowledge About Hate
Speech

Jan S. Pfetsch and Duygu Ulucinar

Department of Educational Psychology, Technische Universitat Berlin, Germany

Abstract

A quasi-experimental study with ninth graders evaluated a 1.5-hour hate speech teaching unit in an intervention vs.
control group (N =82) before (T1) and after the intervention (T2). Participants reported frequency of witnessing
hate speech (T1), hate speech norm and self-efficacy countering hate speech (T1 and T2), and knowledge
concerning hate speech (T2). Repeated ANOVAs showed a significant three-way interaction for hate speech
norm: Especially among those who witnessed hate speech more often, the program diminished the agreement to
hate speech norm. Self-efficacy did not change significantly, but knowledge was slightly higher in the intervention
group, particularly among students with a migration background. In sum, the intervention showed effects on
norms and knowledge, and longer programs with more interactive elements for coping with hate speech seem
recommendable. The current research is a first step and evidence-based practice for prevention of hate speech
like the current evaluation study is desperately needed.
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Introduction

Adolescents frequently use online applications and
face various risks on the Internet. According to
the 4C model of online risks, children and adoles-
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cents may be exposed to different kinds of risks for
their emotional, physical, or mental wellbeing when
being online — content, contract, contact, and conduct
risks (Livingstone & Stoilova, 2021). Content risks,
like the confrontation with violent or pornographic
material, misinformation or embedded marketing,
received high attention from researchers and prac-
titioners alike in former years. Nowadays, especially
communication and interaction risks like online hate
speech have received more concern, because of the
high number of private and public communication
and due to their interactive, dynamic and volatile
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nature, which makes them difficult to control by
media regulation (Briiggen et al., 2022).

Given that online hate speech is a widespread
phenomenon (Hasebrink et al., 2019; Smahel et
al., 2020; Wachs et al., 2019) and can elicit harm
for witnesses and victims (Geschke et al., 2019;
Obermaier & Schmuck, 2022; UK Safer Internet Cen-
tre, 2016), measures to reduce online hate speech
seem warranted, like legal regulation, technological
approaches and education (Blaya, 2019). While pre-
ventive interventions for youth are often suggested
against online hate speech, they are seldom empiri-
cally tested (Blaya, 2019; Seemann-Herz et al., 2022;
Windisch et al., 2022). The current study there-
fore empirically evaluated a preventive intervention
against online hate speech for ninth graders in a Ger-
man secondary school. The quasi-experimental study
analyzed the impact of the 1.5-hour anti-hate speech
teaching unit on hate speech norm, self-efficacy coun-
tering hate speech, and knowledge concerning hate
speech.

Online Hate Speech

Online hate speech can be understood as the
defamation of individuals based on assumed group
membership on the internet (also called online hate,
cyberhate, hate material, hate speech): “Hate speech
is a derogatory expression (e.g., words, posts, text
messages, images, videos) about people (directly or
vicariously) on the basis of assigned group charac-
teristics (e.g., ethnicity, nationality, gender, sexual
orientation, disability, religion). Hate speech is based
on an intention to harm and it has the potential to
cause harm on multiple different levels (e.g., indi-
vidual, communal, societal).” (Kansok-Dusche et al.,
2022, p. 11). Important characteristics of hate speech
thus include the following: 1) Hate Speech as a behav-
ior that expresses derogation about people through
various media like text, images or videos, 2) It refer-
ences to assigned group characteristics that might not
align with the target person’s self-definition, ascribed
by perpetrators of hate speech based on obvious or
subtle characteristics, 3) It is characterized by an
intention to cause harm (which distinguishes it from
discrimination).

Because online hate speech degrades individu-
als based on assumed group membership, it shares
conceptual relations with the term group focused
enmity, which resembles different outgroup-specific
prejudices rooted in a general derogation of others.
Prejudice against various outgroups like xenophobia,
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anti-Semitism, islamophobia, and the devaluation of
homosexuals, disabled, or homeless persons, fre-
quently originate from a general attitude of inequality
and derogation of others and exhibit similar forms and
outcomes, leading to the proposition that they con-
stitute a syndrome of group-focused enmity (Friehs
et al., 2022; Zick et al., 2008). Online hate speech
and group-focused enmity are conceptually linked
(Darmstadt et al., 2020; Hofmann, 2018; Wachs,
Schubarth, et al., 2020), as they share the fundamen-
tal aspect of derogating others based on their group
membership. However, online hate speech is commu-
nicative behavior aimed at causing harm and thus also
has specific characteristics that differ from prejudices
in general.

Prevalence of Online Hate Speech Among Adoles-
cents in Germany

The prevalence of online hate speech can be described
from the perspective of bystanders, perpetrators, and
targets of online hate speech and we focus here on
data for German youth. Concerning bystanders, 23%
of the 9- to 17-year-olds (Hasebrink et al., 2019) and
26% of 12- to 16-year-olds had encountered online
hate speech within the past 12 months (Smahel et
al., 2020). Among adolescents aged 12 to 17 54%
reported having encountered online hate speech in
the past 12 months (Wachs et al., 2019). Finally,
7h to 9! graders reported witnessing online hate
speech with a prevalence rate of 61.4% in the last
12 months (Castellanos et al., 2023). Although there
are some commonalities of these surveys, e.g., the
prevalence of witnessing online hate speech generally
increased with age in adolescence, they also differed
concerning the age of participants, definition, opera-
tionalization and time frame of reference to measure
online hate speech. Thus, empirical studies found that
German adolescents encountered online hate speech
as bystanders from 23% to 61.4% in the last year.
Only few studies in Germany have assessed
the prevalence of online hate speech perpetration.
Roughly 11.5% of 12- to 17-year-olds admitted hav-
ing perpetrated online hate speech on a single-item
in the last 12 months. In a multiple regression analy-
sis, higher age and male sex predicted more frequent
online hate speech perpetration, while migration
background and socioeconomic background did not
(Wachs & Wright, 2019). Compared to Germany,
the prevalence rate was lower among adolescents in
Cyprus, Korea, and Spain, but higher in Thailand, and
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the USA (Wachs et al., 2019). Additionally, among
7t to 9t graders, 12.7% admitted having perpetrated
online hate speech in the last 12 months (Castel-
lanos et al., 2023). Generally, perpetration of online
hate speech might be slightly higher due to social
desirability effects, especially when asking youth
with single-item questions. Based on the data avail-
able, about 11.5% to 12.7% of German adolescents
reported perpetrating online hate speech.

Looking at the targets, 19.6% of 7th to 9th graders
reported online hate speech which was targeted at
themselves in the last 12 months (Castellanos et al.,
2023). Other data show that about 17% of the 12-
to 17-year-olds reported having been ever personally
affected by online hate speech (Wachs, Gamez-
Guadix, et al., 2020). Based on the same data, there
was no bivariate relation of online hate speech victim-
ization to age and sex, but migration background and
lower socioeconomic status were positively related
with small effect sizes (Wachs & Wright, 2019).
Further research indicates that age and migration
background might be relevant factors in victimiza-
tion by online hate speech: A representative survey
among adults in Germany found that 8% of the 18-
to 95-year-olds reported having been affected ever
by online hate speech (Geschke et al., 2019). In this
study the prevalence was higher, the younger the par-
ticipants were: 3% of 60-year-olds and older, 6%
of 45- to 59-year-olds, 12% of 25- to 44-year-olds
and 17% of 18- to 24-year-olds were affected by
online hate speech. Also, migration background was
related with the victimization by online hate speech:
While 6% of participants without migration back-
ground reported being affected by online hate speech,
14% of participants with migration background were
affected by online hate speech (Geschke et al., 2019).
In sum, 17 to 19.6% of young persons under 18
years in Germany reported being the target of online
hate speech. Because among adults the prevalence
decreased the older participants were, it seems that
young people are more often targets of online hate
speech, possibly due to their higher media consump-
tion. Additionally, having a migration background
relates to elevated levels of online hate speech vic-
timization.

School-based Prevention of Online Hate Speech
Not only being targeted by online hate speech can
have detrimental effects, also witnessing online hate

speech as a bystander can be related to various neg-
ative outcomes. These include negative emotions
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(Kiilling et al., 2021; Landesanstalt fiir Medien NRW,
2021), lower life satisfaction (Gorzig et al., 2022),
reduced trust (Nasi et al., 2015), increased preju-
dice through desensitization (Soral et al., 2018) and
reduced prosocial behavior, e.g. donations for aid
organizations (Weber et al., 2013; Ziegele et al.,
2018). Given these negative outcomes for youth wit-
nessing online hate speech, the reduction of online
hate speech and the fostering of coping with online
hate speech among adolescents seems recommend-
able (Blaya, 2019). Schools are an important place to
support adolescents to reduce and cope with online
hate speech, because of their educational mission
supporting the personal development of young peo-
ple for becoming responsible citizens in a digitalized
world. Learning cognitive and social skills and build-
ing normative, democratic values is an essential part
of teaching. Thus, preventive interventions for youth
against hate speech in schools seem warranted, but are
seldom empirically tested (Blaya, 2019; Seemann-
Herz et al., 2022; Windisch et al., 2022). Indeed, a
review on school-based prevention of (online) hate
speech found 14 German-speaking prevention pro-
grams for school students in secondary schools,
mainly in grades 8 — 10 (11-18 years) (Seemann-
Herzetal., 2022). The duration of these programs was
mostly between 1-4 school lessons, although some
extended to 8, 12 or 18 school lessons (equivalent to
3 project days). Unfortunately, 12 out of 14 programs
did not report any information about the evaluation of
the program, neither concerning satisfaction or feed-
back from participants or implementing personnel
nor a more comprehensive evaluation of mediators
and outcomes of the program (e.g., online hate speech
perpetration, coping skills or hate speech norms).
One program had surveyed teachers and students, but
did not publish the results, and the program SELMA
was analyzed based on qualitative focus groups and
interviews, which proved that the program fostered
coping and resilience of youth (Seemann-Herz et al.,
2022).

Since the publication of the review, the program
“Hateless. Together against Hatred” was evaluated in
a pre-post intervention-control-group-design (Wachs
et al., 2023). The program consists of five modules
and includes small projects on the school level against
hate speech. The one-week program was shown to
increase empathy with the victims of hate speech,
self-efficacy toward intervening in hate speech, and
counter-speech one month after the program (Wachs
etal.,2023). However, this program is an exception in
the actual research status. That virtually no empirical
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evaluations of online hate speech programs exist, is
a call for action for evidence-based practice.

Components for School-based Prevention of
Online Hate Speech

For the school-based prevention of online hate
speech, three central components are focused: social
norm concerning online hate speech, self-efficacy to
deal with online hate speech, and knowledge about
online hate speech.

Hate speech norm

Human behavior is inevitably social. What others
expect from us, has a strong influence on our behav-
ior, especially in contexts where no clear behavioral
rules are set. Social norms can be understood as rules
and standards that are accepted and expected by the
members of a social group to guide behavior (Cialdini
& Trost, 1998). These social norms describe either
what most members of a social group do (descrip-
tive norm) or what they approve or disapprove of
(injunctive norm) (Cialdini et al., 1991). Holding
an attitude toward a specific behavior generally
increases the likelihood of engaging in this behavior,
e.g., individuals who endorse norms about aggressive
behavior are more likely to exhibit offline bullying
(Cook et al., 2010) or cyberbullying (Kowalski et al.,
2014).

The endorsement of social norms is related to
the perpetration of (online) hate speech and to the
reaction to it. For example, among adolescents who
admitted to perpetrate hate speech, positive relations
between social norms and motivations for perpe-
trating hate speech were found. In this study, the
descriptive norm was predictive to more motives for
perpetrating hate speech than the injunctive norm
(Wachs, Wettstein, Bilz, & Gamez-Guadix, 2022).
Concerning hate speech behavior itself, injunctive
anti-hate speech norms were negatively related to
perpetrating hate speech, and with higher values
of injunctive anti-hate speech norms, the positive
association between witnessing and perpetrating
hate speech was weakened (Wachs, Wettstein, Bilz,
Krause, et al., 2022). Further, when adults were
confronted with online hate speech against working
women, participants were more likely to flag a hate
comment and were generally more willing to engage
in counter speech if they more strongly endorsed sol-
idarity citizenship norms (Kunst et al., 2021). Taken
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together, social norms are related to hate speech and
counter speech behavior.

Self-efficacy countering hate speech

Self-efficacy is understood as a person’s percep-
tion of being capable of successfully performing a
behavior that leads to desired outcomes (Bandura,
1977). Perceiving an internal locus of control for
one’s own behavior even in face of obstacles or dif-
ficulties and experiencing personal efficacy is the
foundation of human agency. Bandura proposed that
performance accomplishments, such as engaging in
new behavior in exercises, simulations and role play,
can strengthen the sense of personal efficacy and
are often incorporated in prevention programs. Self-
efficacy is a central mediator from knowledge to
action and has been studied either as a general con-
viction about one‘s own competencies (Jerusalem &
Schwarzer, 1999) or as a domain-specific perception
of being competent in certain domains. For instance,
the latter includes the role of internet self-efficacy in
addressing online opportunities and online risks (Liv-
ingstone & Helsper, 2010), adolescents self-efficacy
for defending victims of offline bullying (Gini et al.,
2022) or cyberbullying (Polanco-Levicdn & Salvo-
Garrido, 2021).

Interventions by adolescents and young adult
bystanders against online hate speech is positively
predicted by self-efficacy to intervene (Obermaier,
2022), self-efficacy for intervening in hate speech
is positively related to counter speech (Wachs et
al., 2023), and feeling more competent in written
language (but not political self-efficacy) positively
predicts the likelihood of commenting in uncivil
online discussions (Jost et al., 2020). Thus, promot-
ing self-efficacy to intervene in online hate speech
seems promising for a preventing online hate speech.

Knowledge concerning hate speech

Although the common theme of online hate speech
is the degradation of one or more individuals based
on their assumed group membership, it manifests in
various modes and forms. Online hate speech can
be textual, visual or audio-visual (e.g., comments,
GIFs or memes) or can take the form of negative
stereotypes, dehumanization or calls for violence
(Paasch-Colberg et al., 2021). Online hate speech can
be either blatant or subtle, thus posing challenges
in terms of identification and response. Enhanced
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understanding of its definitions, modes and forms can
facilitate the detection and response to online hate
speech through counter speech.

Among individuals aged 16 to 25, knowledge con-
cerning hate speech predicted less destructive counter
speech (but not more constructive counter speech). In
this study hate speech-related knowledge was opera-
tionalized by the agreement about online hate speech,
i.e. that it refers to insults against persons because
they belong to a certain group (Obermaier, 2022).
Generally, it is recommended to support the learn-
ing of key characteristics of online hate speech in
prevention programs to reduce online hate speech
and foster positive bystander intervention via counter
speech (Atzmiiller et al., 2019).

Aims of the Current Study

The current study aimed to empirically evaluate
the effectiveness of a teaching unit in a pre-post
intervention-control-group design in a school setting.
The prevention measure was designed to reduce the
social norm in favor of online hate speech, enhance
self-efficacy in dealing with online hate speech, and
increase knowledge about online hate speech. As
a result, students who participated in the teaching
unit (intervention group) compared to students who
did not take part (control group) were expected to
show. ...

H1: ...a decrease in the social norm in favor for
online hate speech.

H2: ...an increase in self-efficacy to deal with
online hate speech.

H3: .... more knowledge about online hate
speech after the intervention.

In an exploratory way, we analyzed whether the
frequency of witnessing online hate speech and
migration background would moderate the effects of
the intervention. This seemed plausible because stu-
dents who have witnessed online hate speech more
frequently already have a better understanding of the
phenomenon and could be accustomed to a nega-
tive interaction tone on the internet (desensitization).
Further, as online hate speech often addresses per-
sons who are perceived as foreigners, students with
migration background could be particularly affected
by the topic as it is more strongly connected to their
self-concept.
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Method
Teaching Unit Against Online Hate Speech

Based on the theoretical approaches and empirical
results described above, a prevention measure in the
form of a teaching unit was developed for ninth
graders of a secondary school. The second author,
functioning as a student teacher, designed the 90-
minute teaching unit, which was subsequently refined
in collaboration with the first author. The main aims
were to foster: 1) knowledge about prevalence, forms
and outcomes of online hate speech, and reaction
strategies against online hate speech, 2) a critical
attitude towards online hate speech, and 3) the exem-
plary application of reactions to online hate speech
to strengthen self-efficacy dealing with it.

The program included various didactic elements
such as plenary discussions, small group activities,
and individual work tasks. The students engaged
in the following topics: First, a 4-minute video of
a female TikToker discussing her experiences with
online hate speech was shown and discussed in order
to sensitize students to the prevalence of online hate
speech in their daily lives. Second, students worked
in small groups on different topics: a) the concept of
online hate speech and its relation to group-focused
enmity, b) forms and examples of online hate speech,
¢) possible outcomes of online hate speech for vic-
tims, and d) the advantages and disadvantages of
action strategies in response to online hate speech
(e.g., ignoring, reporting, counter speech with argu-
mentation or humor). Third, each group presented
their findings using posters developed in the group
phase. All students received a worksheet with a table
in which they documented important results from
other groups. Fourth, students applied their acquired
knowledge about action strategies by selecting
memes and GIFs that resonated with them and were
appropriate for specific situations. This reflection
of humorous reactions (memes, GIFs) from a civil
society organization’s website against hate speech
served to exemplify to students the appropriateness
of responding to online hate speech and to increase
their self-efficacy addressing online hate speech.

Sample
The study included four ninth grade school classes
from an integrated secondary school (German:

“Integrierte Sekundarschule”) in a big German
city. In a class-based approach the N=82 children
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were assigned to the intervention or control group
such that they had two school classes or n=41
students each (see Table 1). Intervention and control
group did not differ significantly concerning age
(#80)=-0.332, p=0.749, d=-0.071 [-0.504;
0.362]), gender (Mann-Whitney-U-Test=683.000,
p=0.188, z=-1.315), migration background
(U=676.500, p=0.068, z=-1.823), language spo-
ken at home (U=738.000, p=0.222, z=-1.222) or
frequency of media use (#(72.79)=—1.731, p=0.088,
d=-0.382 [-0.818; 0.056]).

Procedure

The four ninth grade classes were selected based on
their age group, in which online hate speech becomes
more prevalent, and the possibility of including two
classes into the intervention and two into the control
group. All students and their legal guardians were
informed about aims, data use and procedure of the
study, voluntary, anonymous participation, and their
right to end the participation without negative conse-
quences (informed consent). Implementing the teach-
ing unit within regular school classes was approved
by the school administration and students could vol-
untarily decide to participate in the data collection
or not. According to ethical guidelines and federal
legislation adolescents aged 14 years and above are
generally considered capable to decide themselves
about their research participation. All students par-
ticipated and filled in a paper-pencil-questionnaire
directly before (T1) and after the teaching unit (T2).
The questionnaire included socio-demographic data
(T1), witnessing online hate speech (T1), online hate
speech norm (T1 and T2), self-efficacy in counter-
ing online hate speech (T1 and T2), and knowledge
concerning online hate speech (T2).

Instruments

The frequency of Online Hate Speech Witnessing in
the last four weeks was measured with six items on a
Likert scale from 0 never to 4 nearly daily (Pfetsch &
Lietz, 2022), e.g., “I have seen pictures / memes that
show that members of certain social groups are bad
people.”", Cronbach’s Alpha o =0.726, McDonald’s
Omega w=0.736.

Online Hate Speech Norm measured the approval
of hate speech with six items on a Likert scale
from 1 does not apply at all to 6 applies completely
(adapted: Lietz et al., 2021), e.g., “People of a partic-
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ular ethnic origin, religion or sexual orientation can
also be ridiculed online.”, a1 =0.774 / oy =0.828,
wT1=0.786 / w12 =0.845.

Self-efficacy countering online hate speech
assessed the belief to cope with online hate speech
with six items on a Likert scale from 1 does not apply
at all to 6 applies completely (adapted: Jerusalem
& Schwarzer, 1999), e.g., “I am confident that I can
always find a good solution for hate speech on the
Internet.", a1 =0.765 / at2=0.881, w11 =0.763 /
w12 =0.881.

Knowledge concerning online hate speech (Ulu-
cinar & Pfetsch, 2022) was measured via twelve
multiple-choice questions concerning hate and
counter speech (0 wrong answer, 1 correct answer),
e.g., “How can users counter hate speech on social
networks in a humorous way? A) PDF documents,
B) Offensive photos, C) Memes or GIFs”, 12 ques-
tions, empirical range 5—12 (theoretical range 0-12),
M=10.12, SD=1.53, Md =10 correct answers.

Data Analysis

We computed two repeated measures ANOVAs
(online hate speech norm, self-efficacy countering
hate speech) and a univariate ANOVA (knowledge
concerning online hate speech) to test the interac-
tion effect of time by group with IBM SPSS 27. In
an exploratory way, we analyzed whether the fre-
quency of witnessing online hate speech or migration
background as additional factors in the ANOVAs led
to a significant interaction effect. Post-hoc statisti-
cal power were calculated with G*Power (Faul et al.,
2007).

Assumptions for the statistical tests were analyzed
(Field, 2013). Normal distribution was fulfilled for
self-efficacy, but not for hate speech norm and knowl-
edge. The condition of sphericity was met according
to a non-significant Mauchly-test for self-efficacy
and hate speech norm, variance homogeneity was
given according to a non-significant Levene‘s test for
self-efficacy and hate speech norm, but not for knowl-
edge. Since group sizes were comparable across all
test conditions, the repeated measures ANOVA (even
with non-normality of hate speech norm) and uni-
variate ANOVA (even with heterogeneity of variance
of knowledge) were assumed to be robust (Field,
2013). In sum, assumptions were generally met,
and statistical analyses could be performed without
constraints.
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Table 1
Descriptive Information About the Sample

Descriptive information

Intervention group

Control group

Age M=14.71,8D=0.72, M=14.66, SD=0.66,
14-16 years 14-16 years

Gender

female 46% 34%

male 49% 66%

divers 0% 0%

no answer 5% 0%
Migration background

yes 46% 27%

no 54% 73%
Language spoken at home

German 66% 78%

German and another language 34% 22%
Media use M=3.50,SD=0.67 M=3.19,5D=0.92

Note. Media use was measured on a scale from 0 =never to 6 = several times a day.

Results

Concerning hypothesis H1 about the decrease in
the online hate speech norm, a repeated mea-
sures ANOVA showed a non-significant main effect
for time, F(1, 77)=1.100, p=0.298, n*>=0.014
and a non-significant time x group effect, F(1,
77)=0.580, p=0.449, n?>=0.007, although test
power was higher than 1 — B=0.80 (actually
1 — B>0.99). Thus, contrary to HI, the online
hate speech norm did not decrease significantly
in the intervention group (M7; =1.92, SD7; =0.94,
M7 =1.88, SD71>=0.95) compared to the con-
trol group (M7;=1.99, SD7; =0.94, Mp; =1.83,
SD1> =0.87). When taking the frequency of witness-
ing online hate speech into account, a significant
time x group x frequency of witnessing online hate
speech interaction was revealed, F(1, 76),=4.15,

Figure 1

p=0.045, 7> =0.052, see Figure 1. Especially among
those students in the intervention group who wit-
nessed online hate speech more often, the online hate
speech norm decreased more strongly (M7; =2.27,
SD7; =091, M7> =2.13, SD12 =0.91) compared to
those who witnessed online hate speech less often
(M7;=1.59, SD7; =0.85, M2 =1.64, SD12 =0.95).

Hypothesis H2 assumed an increase in self-efficacy
to deal with online hate speech. The repeated
measures ANOVA revealed a non-significant main
effect of time, F(1,78)=0.125,p=0.725, n2 =0.002,
and a non-significant time x group interaction: F(1,
78)=0.009, p=0.924, n2 <0.000 (power was insuf-
ficient with 1 — 3=0.06). Against the expectation,
self-efficacy did not increase significantly in inter-
vention group (M7; =3.48, SD7;1 =0.98, M2 =3.48,
SD1> =1.22) compared to control group (M7; =3.59,
SD1; =093, M7>=3.60, SD1>=1.05). Addition-

Online Hate Speech Norm in Both Groups Depending on the Frequency of Witnessing Online Hate Speech
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International Journal of Developmental Science 1-3/2023, 81-92

87



J.S. Pfetsch and D. Ulucinar / Online Hate Speech — Norms, Self-Efficacy and Knowledge

Figure 2
Self-efficacy Countering Online Hate Speech in Both Groups Depending on the Frequency of Witnessing Online
Hate Speech
Self-efficacy countering Online Hate Speech

4.0

3.8

36 5— -

3.2

@= = CONtrol group e |ntervention group
3.0
T1 T2 T1 T2
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Note: Scale from 1 does not apply at all to 6 applies completely

Figure 3

Knowledge About Online Hate Speech in Both Groups Separated by Migration Background

Knowledge about Online Hate Speech

12

11

i |

10 —

No Migration
background

Control group

Migration background

No Migration
background

Migration background

Intervention group

Note: Range from 5 only five correct answers to 12 all answers correct

ally, the interaction of time x group X frequency of
hate speech was not significant, F(1, 77)=0.776,
p=0.381, n2 =0.010, see Figure 2.

Finally, hypothesis H3 assumed that the interven-
tion group showed more knowledge about online
hate speech compared to the control group after
the prevention measure. A univariate ANOVA
showed a significant effect of group, F(1, 79)=4.10,
p=0.046, n?=0.049, with a sufficient power (1 —
B=0.82). Knowledge was slightly higher in the
intervention group (M =10.50, SD=1.01) compared
to the control group (M=9.85, SD=1.75). Fur-
ther, no effect of frequency of witnessing online
hate speech was found (group x frequency), F(1,
73)=0.00, p=0.999, 772 <0.000. However, a sig-
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nificant group x migration background interaction
was found, F(1,73)=5.12, p=0.027, 172 =0.066, see
Figure 3. Knowledge was higher for students with
a migration background in the intervention group
(M=10.22, SD=1.11) compared to students in the
control group (M =28.36, SD =1.80).

Discussion

Online hate speech is a considerable online risk
among youth. The current study tested the effect of
a preventive teaching unit and found positive results
for hate speech norm and knowledge concerning hate
speech in subgroups. Regarding hate speech norm, a
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significant result was found among those who wit-
nessed hate speech more often: The agreement to
hate speech norm was significantly reduced after the
teaching unit among students with more experiences
regarding online hate speech, with a small effect size
of n? =0.052 (0.01 < % <0.06 small, 0.06 < > <0.14
medium, n2>0.14 large effect size; Cohen, 1988).
Interestingly, those students with a higher frequency
of witnessing hate speech started at a higher level
of the hate speech norm, which could be due to a
desensitization effect (witnessing more hate speech,
agreeing more to a hate speech norm). However, par-
ticipating at the teaching unit led to a decrease of
hate speech norm. This differential effect indicates
that the program works especially well among those
ninth graders who have more experiences with online
hate speech.

In contrast, hate speech self-efficacy did not change
significantly through the program nor was there a
significant effect when the groups were divided by
frequency of hate speech (n>=0.01). The lack of
change in self-efficacy could potentially be attributed
to the challenge of effectively altering self-efficacy
within the constraints of such a short program. While
the teaching unit addressed ways to react to online
hate speech and included demonstrations of various
forms of counter speech, the inclusion of addi-
tional practical exercises appears to be necessary
to effectively enhance self-efficacy in responding to
online hate speech. Given the successful augmenta-
tion of self-efficacy through programs like SELMA
or HateLess, extending the intervention duration of
the teaching unit seems beneficial.

Concerning hate speech knowledge, the inter-
vention group showed higher mean scores with a
small effect size of 7>=0.049 and smaller vari-
ance. This result was particularly pronounced for
students with migration backgrounds, who experi-
enced even greater gains in their knowledge of online
hate speech, with a medium effect size of n2 =0.066.
Given that the empirical mean scores for knowledge
in the subgroups ranged from 8.4 to 10.7 (with a the-
oretical range from O no correct answer to 12 all
answers correct), the items were rather easy. Never-
theless, the program’s approach of cooperative group
work and subsequent presentation of the results to
peers contributed to the enhancement of knowledge
about hate speech.

In sum, the teaching unit yielded small to medium
effect sizes for main and subgroup effects for knowl-
edge and online hate speech norm. In the related realm
of cyberbullying, prevention programs significantly
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reduce cyberbullying victimization and perpetration
with small to medium effect sizes (Hajnal, 2021;
Polanin et al., 2021), but experiments to influence
bystander behavior do not produce significant effects
overall (Torgal et al., 2023). Adolescents feel less
responsibility to intervene as online bystanders the
older they get and victims who ask for help are seen
as having low power, competence and social sta-
tus; both aspects contribute to the fact that it is not
easy to engage adolescents in prosocial bystander
behaviour (Atzmiiller et al., 2019). Given that fos-
tering counter speech appears to be challenging and
considering the limited duration of 1.5 hours of the
teaching unit, the obtained results in the current study
are still promising. However, it is clear that such a
teaching unit cannot replace a comprehensive pre-
vention program and effectively reducing online hate
speech necessitates more time and a greater incor-
poration of interactive elements. Nevertheless, the
empirical analyses of the teaching unit’s effective-
ness provide a basis for optimization based on these
findings.

The current study has several limitations: First,
the study comprised an empirical test of a teaching
unit and only one main effect could be supported
with a small effect size on knowledge. However,
differential effects in subgroups exhibiting small to
medium effect sizes could be confirmed for hate
speech norm and knowledge, leading to the ques-
tion how to strengthen the effectiveness of the
prevention measure for all students across all out-
comes. Continued engagement with the topics of
hate and counter speech, coupled with more practi-
cal exercises, appears advisable. Second, the study
was conducted with a limited sample size of four
school classes from one age group. Apart from
self-efficacy, the statistical power was sufficient for
detecting the observed effects. Therefore, it is neces-
sary to replicate these results in other age groups to
ascertain their applicability in younger or older stu-
dents. Third, the test items measuring hate speech
knowledge exhibited a relatively low level of diffi-
culty. This can make it more difficult to find effects
due to a potential ceiling effect. While the reduced
variance of knowledge in the intervention group
may suggest that the students developed a com-
mon understanding of the phenomenon, employing
a test with more difficult items could facilitate a
clearer differentiation of knowledge levels among
students.

Concerning practical implications, the prevention
measure exhibited small to medium effects on the
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norm (especially for those with more experiences
with hate speech) and knowledge about hate speech
(particularly among students with a migration back-
ground). As such, this could serve as a starting
point for working on the topic for teachers of ninth
graders. Nevertheless, longer interventions incorpo-
rating more interactive elements, particularly those
addressing coping with hate speech and develop-
ing counter speech skills, seem recommendable.
Evidence-based practice for prevention and interven-
tion of hate speech is needed to tackle the negative
online risk of hate speech.
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