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Abstract. At present, the mankind of the entire world is under serious threat due to the unexpected COVID-19 pandemic. The
advent of this pandemic exposes many drawbacks in the medical and healthcare system. As per the guidelines of WHO, the spread
of the virus must be controlled through proper measures that help cease the virus. Tracing infected subjects (people/patients) is
exceedingly difficult across the globe. The testing process in many countries is hampered by the unavailability of COVID-19
Test kits. Therefore, a testing process needs a robust mechanism to identify the infected subject to reduce the infection rate. To
address this issue, a Symptom-based COVID-19 Test Recommendation System using Machine Learning methods is proposed
and tested on real data set. It is found that the results of the system are promising and accurate up to 99%. The proposed piece of
work undergoes four steps. First, it creates synthesized data set by using inputs of the Superintendent of Physical Health Centre
(Rajam). Second, the synthesized data set is balanced by using Random under-sampling (RUS) followed by Synthetic minority
oversampling (SMOTE). Third, different machine learning techniques such as K-Nearest Neighbor (KNN), Decision Tree (DT),
Naïve Bayes, Random Forest (RF), Stochastic Gradient Descent (SGD), and Support vector machine (SVM) are applied on both
the Synthesized and balanced data sets to classify subjects into different classes based on age, comorbidity-chronic disease-
and other symptoms (cold, cough, fever, and breathlessness). Finally, the COVID-19 Test Recommended System is created and
integrated with the best classification model. From the experimental results, it is observed that the training and testing accuracy
of all the classification models is more than 99% consequently, the COVID-19 Testing recommended system also gives 100%
accuracy in predicting the category of a subject based on input symptoms.
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1. Introduction

The International Committee on Taxonomy of
Viruses (ICTV) labeled Severe Acute Response Syn-
drome coronavirus (SARS-CoV2) induced coronavirus
disease (COVID-19) [1] pandemic initially started in
Wuhan, China since January 2020 and spread all over
the world. The COVID-19 is belonging to Coronaviri-
dae family, and size is 65–125 nm diameter creates se-
vere respiratory problems and ease of spread through
air and droplets of human while coughing.
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Currently, many developed countries in the world are
severely affected by this virus due to the lack of autho-
rized information about this virus. At the same time,
ignorance, unpreparedness, and reluctance of public
authorities of different countries increased the sever-
ity of this virus. The dynamic gene mutative nature
of the COVID-19 virus enables it to adapt to quick
changes in the environment and helps to sustain in dif-
ferent weather conditions. This peculiar behavior of the
virus poses many challenges to the entire world. The
advent of this pandemic exposes many drawbacks in
the medical and healthcare system. It exposes many
vulnerabilities especially related to the readiness of so-
cieties to such kinds of health emergencies. The World
Health Organization (WHO) releases several guidelines
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to face the current situation from time to time. Many
countries following either the 3T (Test, Treat, Track)
or 5T (Test, Trace, Treat, Teamwork, Track, and mon-
itoring) formula to contain the virus. Many countries
have announced Lock-down to reduce the spread of the
virus.

In India till 22 March 2020 around 360 people have
been infected with COVID-19 and 7 were dead. At
present, according to the statics of the Indian govern-
ment as of 19 Jan 2021 exactly 1,05,81,837 has been
infected with COVID-19, the death toll was 1,52,556,
the death rate is 1.44% and discharged cases (cured)
after treatment is 96.66%. This analysis shows that In-
dia is on the safer side because of strict implementation
of lock-down till 31 May 2020 and subsequent unlock
rules till date. On the other hand, In Andhrapradesh
(AP) state 886245 people have been infected with
COVID-19, 877443 were cured, active cases are 1660,
the death toll was 7142, the death rate is 0.8%, and
discharge rate is 99% as of 19 Jan 2021.

Mucahid Barstugan et al. [2] proposed the machine
learning-based classification of COVID-19 CT images
which applies feature extraction methods such as Grey
Level Co-occurrence Matrix (GLCM), Local Direc-
tional Pattern (LDP), Grey Level Run Length Matrix
(GLRLM), Grey-Level Size Zone Matrix (GLSZM),
and Discrete Wavelet Transform (DWT) to improve the
performance in classification. The Support Vector Ma-
chines (SVM) algorithm is used for the effective classi-
fication of infected regions of CT abdominal images.

Zifeng Yang et al. [3] proposed the Modified SEIR
and AI prediction of the trend of the epidemic of
COVID-19 in China under public health interven-
tions which integrates machine learning techniques
with Susceptible-Exposed-Infectious-Removed (SEIR)
model to predict the progression of COVID-19 epi-
demic in china. The domestic migration and the most
recent COVID-19 epidemiological data are applied to
the modified SEIR model to predict the status of coron-
avirus in china. In Japan, according to COVID-19 pol-
icy, people with high fever for more than four days are
recommended for COVID-19 test, and the people with
mild COVID-19 symptoms are restricted to homes. This
situation hides the deaths due to COVID-19.

The society coexisting with COVID-19 [4] discusses
how badly Japan country affected due to the delay in
COVID-19 testing. Hence, a recommender system for
selecting a potential subject or candidate for COVID
19 testing is proposed. Machine Learning algorithms
are used to classify a subject into any of the five classes
such as No-symptom, General symptoms, Low-risk,

Medium-risk, High-risk. The people labeled as Low-
risk, Medium-risk, and High-risk are recommended for
the COVID-19 test. This proposed work considers five-
cold, cough, fever, breath, and comorbodities-ill-health
symptoms and age as the other important factor.

The rest of this paper is organized as follows, Sec-
tion 2 discusses past literature related to different dis-
ease recommender systems. Section 3 explains the
working approach of the proposed work. Performance
evaluation of classification techniques discussed in sec-
tion 4. Implementation of the symptom-based recom-
mended system presented in section 5. Finally, conclu-
sion and discussion for future scope in Section 6.

2. Related work

Patil et al. [5] discussed suitable machine learning al-
gorithms used to predict, decision making, and analyze
medical data related to diabetes. The authors experi-
mented on PIMA Indian diabetic data set. The proposed
method applies different pre-processing techniques, fu-
ture (Forward and Backward) selection methods, and
then applied five different classifiers (ADABoost, De-
cision Tree, XGBoost, Voting Classifier, and Stacking
Classifier) to produce five different trained models on
the PIMA Indian data set. Finally, it is concluded that
the results of ADABoost and Random Forest are best
out of all five classifiers in terms of accuracy and other
metrics.

Mumtaz Ali et al. [6] proposed a neutrosophic rec-
ommended system for medical diagnosis based on al-
gebraic neutrosophic measures which identify or rec-
ommend disease of a patient based on three issues such
as symptoms of a patient, the probable symptoms of a
respective disease, and identification of disease based
on symptoms possessed by a patient.

Chen et al. [7] proposed Disease Diagnosis and Treat-
ment Recommendation System is an ontology-based
Diabetes Medication Recommendation system which
creates knowledge on different attributes – the nature of
the diabetic drug, dispensing type of drug, and side ef-
fects – of each drug/medicine and ontology information
on symptoms of a patient to advise/recommend a poten-
tial prescription to the diabetic diseased person. Phanich
et al. [8] proposed the Food Recommendation System
(FRS) which suggests a healthy and nutritional diet plan
for diabetic patients. The food clustering analysis is
performed by FRS to recommend food with less sugar
and fat content. In recent times, the importance and us-
age of natural herbs for chronic diseases are increased
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Table 1
Rajam rural and urban data set from primary health center

High risk factor High risk factor High risk factor
sno Secretariat Number General General Age> 60 Age <= 60

of public symptomatic and comorbidities and comorbidities
houses symptomatic and Age > 60

1 SYAMPURAM 738 1 0 0 0
2 ANTHAKAPALLI 1271 1 0 0 1
3 G.C.PALLI 616 2 1 0 0
4 GURAVAM 983 17 9 4 1
5 SOPERU 1278 14 10 1 0
6 BODDAM 1646 12 6 11 11
7 POGIRI2 923 2 1 1 1
8 RAJAYYAPETA 1216 0 0 0 0
9 VOMMI 648 7 4 0 0

10 DRNVALSA 781 21 5 0 3
11 PENUBAKA 1161 3 1 0 1
12 POGIRI1 887 2 1 0 0
13 M.J.VALASA 1001 7 3 17 15
14 AGURU 784 1 1 4 3
15 GADIMUDIDAM 897 10 2 0 0
16 KANCHARAM1 859 2 2 0 0
17 KANCHARAM2 823 2 1 0 0
18 LATCHAYYETA-01 1606 27 6 1 0
19 KONDAMPETA 915 37 10 0 0
20 MITTIREDDYSTREET 926 8 4 0 0
21 MADIGAVEEDHI 1377 77 29 5 0
22 INDIRAMMACOLONY 903 3 2 1 0
23 BUTCHIMPETA 973 1 1 1 0
24 PONUGUTIVALASA 1366 17 10 1 11
25 ADARSHNAGAR 1047 9 2 4 15
26 KOTHAVALASA 1005 14 6 1 0
27 SATYANARAYANAPURAM 828 11 5 0 0
28 LATCHAYYETA-02 868 6 4 15 15

and the Choi et al. [9] proposed HerDing which is a
herb recommended system useful for treating a chronic
disease like leukaemia, diabetics, heart diseases, etc.
The HerDing recommends respective natural products
(herbs) based on symptoms of a patient.

In the literature, recommended systems [5–9] using
different machine learning techniques were proposed.
In addition to this, recently, Srinivasa Rao et al. [10]
proposed a machine learning-based web survey through
mobile phone for the improvement in the identification
of possible COVID-19 cases and to reduce the spread of
the virus among susceptible people who are under quar-
antine. The survey intention is to collect travel history
and symptoms from a person who is under COVID-19
investigation. Similarly, AI techniques are applied on
such preliminary data for early identification of people
with COVID-19 and non-COVID-19 symptoms as well
as to classify them into no-risk, minimal-risk, moderate-
risk, and high-risk groups. The identified high-risk peo-
ple can be recommended for isolation. In line with the
proposed web survey through mobile phone [10], in
this paper, we proposed COVID-19 test recommen-
dation system using machine learning techniques on

house-to-house survey data collected by the health de-
partment of Andhra pradesh (AP) state government to
identify the people infected with General and High-
risk symptoms. This proposed work recommends peo-
ple for COVID-19 test based on disease class – No-
Symptoms, General Symptoms, Low-risk, Medium-
risk, and High-risk – identified using machine learning
methods like KNN, DT, Naïve Bayes, RF, SGD, and
SVM. The proposed symptom-based test recommenda-
tion system gives more than 99% accuracy in recom-
mending COVID-19 test to the people who suffer from
defined ill-health symptoms described in Algorithms 1
and 2. These algorithms are prepared based on inputs
of the Superintendent of Physical Health Center (Ra-
jam) mentioned in Table 2 and representation of each
symptom is as shown in Fig. 1.

In this piece of work, the proposed Algorithms 1 and
2 are applied on house-to-house surveyed data to build
a synthesized data set and then, data balancing methods
applied to this synthesized data set to make it balanced.
Now, the machine learning techniques like KNN, DT,
Naïve Bayes, RF, SGD, and SVM are applied on a both
synthesized and balanced data set to identify different
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Table 2
Description of data set shown in Table 1

Secretariat Is an government office at each village.
Number-of-Houses The total number of houses under each Secretariat.
General Public Symptomatic The number of people suffering from general symptoms – Cold, Cough and Fever problem – in each

Secretariat.
High Risk Factors Divided into three categories by considering three symptoms such as Age, Breathing and Comorbidites

along with general symptoms.

(1) People who are above sixty years, have Comorbidities, suffering from any of the general symptom
and Breathing problem considered as High Level.

(2) People who are below sixty years, have Comorbidities, having general symptoms and breathing
problem considered as Medium Level.

(3) People with above sixty years with general symptoms considered as Low Level.
Note: that the chronic diseases like blood pressure, diabetics, leukemia, and etc. are termed as
Comorbidities.

General Symptomatic and Age > 60 The number of people who are above 60 years and having general symptoms in each Secretariat.
Age > 60 and comorbidities The number of people who are above 60 years, having Comorbidities and having general symptoms

in each Secretariat.
Age <= 60 and comorbidities The number of people who are below 60 years,having Comorbidities and having general symptoms

in each Secretariat.

Fig. 1. The Symptom and it’s representation.

classes based on age, comorbidity, and other symptoms
(which are defined by the health department of AP) of
people suffering from various diseases.

3. Symptom based COVID-19 test
recommendation system using machine learning
techniques

The recent statistics reveal that spread of the COVID-
19 virus transformed into a pandemic form epidemic.
The mankind of the entire world is fighting against the
COVID-19 pandemic. The World Health Organization
(WHO) [11,12] strictly recommends more tests to ad-

mit COVID-19 infected people in COVID-Hospitals to
decrease community spread of COVID-19. It also rec-
ommends different testing priorities and strategies [12]
for early detection of infected people as well as best
utilization of available medical – testing infrastructure,
medical staff, etc. – resources. The proposed COVID-
19 testing recommender system is very useful to detect
and separate probable high-risk category people. The
flow of proposed work is as shown in Fig. 2.

3.1. About data set

To address the COVID-19 testing problem, the
Andhra predesh (AP) state government of India con-
ducted a house-to-house survey in the entire state
through village/Town level employees to find the health
status of people. Because of this, the data set consisting
of a rural and urban population of Rajam Mandal is
collected from the Primary Health Center (PHC) of Ra-
jam, Srikakulam district. Table 1 shows the Secretariat
(an AP government office established for one village
or group of villages based on population) wise survey
data. It consists of fields like the name of Secretariat,
the number of houses visited under that Secretariat,
public suffering from General symptoms, and three lev-
els of risk factors Rf . The Table 2 consists detailed ex-
planation of each feature present in the data set shown
in Table 1. For example, under BODDAM Secretariat
1646 houses were visited in which 12 persons are suf-
fering from any of the general symptom(cold, cough,
and fever), 6 persons are above sixty years of age as
well as suffering from any of the general symptoms, 11
persons who have above sixty years are suffering from
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Fig. 2. The flow of proposed work.

both chronic diseases and any of the general symptom
and finally, 11 people who are less than or equal to
sixty years suffering from comorbidities and general
symptoms.

Algorithm 1: Synthesized data set creation by initializing all
the features

Purpose: Initialization of features such as Cold,
Cough, Fever, Breath, Age, Chronic and Recommendation.
Description: The variables such as Cold1×Tp ,
Cough1×Tp

, Fever1×Tp , Breath1×Tp , Age1×Tp
,

Chronic1×Tp , and Recommendation1×Tp indicated as Cold,
Cough, Fever, Breath, Age, Chronic and Recommendation
respectively. Each feature is an one dimensional array
of size 1× Tp.
Input: The extracted features as in step 3 of Section 3.2

considered as input.
for i← 0 to Tp by 1 do

Cold[i]← 0;
Cough[i]← 0;
Fever[i]← 0;
Breath[i]← 0;
Age[i]← 0;
Chronic[i]← 0;
Recommendation[i]← 0;

end
call set_gs_rf (0, 1, Ns)
call set_gs_rf (1, Ns + 1, gs)
call set_gs_rf (2, gs + 1, rl)
call set_gs_rf (3, rl + 1, rm)
call set_gs_rf (4, rm + 1, rh)
Output: Make each feature Cold1×Tp , Cough1×Tp

,
Fever1×Tp , Breath1×Tp , Age1×Tp

, Chronic1×Tp

and Recommendation1×Tp as individual columns to
the data set ds1 .

3.2. Implementation of rules to create synthesized data
set

The original data set shown in Table 1 is imbalanced
and not suitable for the learning process because of the
below reasons

– Huge set of people without symptoms in the given
data set.

– The number of people in each house is not known
since it populates secretariat wise data.

– The populated data shows how many people under
one secretariat have symptoms in each category
such as the total number of persons either male
or female who has general symptoms (Gs) and
High-Risk Factor (described in Table 2).

– The symptoms – cold, cough, fever, or breathing –
of a patient is unknown in each category.

In this connection, the below steps are implemented
to extract features based on the data given in Tables 1
and 2 to address the above-said reasons.

Step 1: According to the Indian context, it is as-
sumed that the total number of people who
dwell in each house is four. So, the number
of houses multiplied by four is the total pop-
ulation in each secretariat. As a result, the
total surveyed population Sp is the sum of
Secretariat wise houses multiplied by four.
That is 28326 × 4 = 113304.

Step 2: According to the inputs of PHC superinten-
dent a subject does not have any symptoms
treated as No-Symptoms (Ns), subject with
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Cough, Cold, Fever are classified as gen-
eral symptoms (Gs), the Age and Comor-
bidities (chronic diseases) are considered as
two other important features along with Gs

to decide risk factors (Rf ) such as Low-risk
(rl), Medium-risk (rm), and High-risk (rh).
The subject who have age > 60 with Gs

and breathing problems considered as rl, the
subject who have age < 60 with Gs, breath-
ing and Comorbidities considered as rm, and
the subject who have age > 60 with Gs,
breathing and Comorbidities considered as
rh.

Step 3: The features or symptoms such as Cold,
Cough, Fever, Breathing, Chronic (Comor-
bidities), and Age are identified according to
step 2

Step 4: The value 1 (one) of a corresponding feature
represents that the people suffering from that
symptom and value 0 (zero) means not suf-
fering from the corresponding symptom as
shown in Fig. 1.

Step 5: Among Sp, 321 people suffering from gen-
eral symptoms, 123 are classified as a Low-
risk category, 67 are in Medium-risk and 77
are in the High-risk category.

Step 6: Based on the data set shown in Table 1 the
symptoms of a person who is under Gs,
Low-risk, Medium-risk, and High-risk cate-
gory is unknown. In this context, it can be as-
sumed that the person who may suffer from
Gs may suffer from either only cold, only
cough, only fever, only cold and cough, only
cold and fever, only cough and fever, or all
three symptoms. Hence, each person who
suffers from Gs multiplied by 7 to cover all
possibilities.

Step 7: In the same way as in step 6 the people who
suffer from Rf are multiplied by 16 since
Rf considers 6 features such as cold, cough,
fever, breathing, age, and chronic. Among
these symptoms the age and chronic are fixed
with either 0 (zero) or 1 (one) based on the
category of risk factor Rf and the remaining
four features keep changing.

Step 8: As per step 6&7 multiply the total people
under Gs category with 7, Low-risk (123)
category with 16, Medium-risk (77) category
with 16 and High-risk (67) category with 16.
So, the Sp is added with 321 × 7 (gs), 123
× 16 (rl), 77 × 16 (rm) and 67 × 16 (rh).

Hence, the total size of each feature is 1×Tp

where Tp = Sp+gs+rfl+rfm+rfh. The
remaining 113192 entries are considered as
No-Symptoms.

These steps are used to synthesize the data set ac-
cording to the data given in Table 1 by extracting the
necessary features based on inputs of PHC superinten-
dent (Rajam) given in Table 2 followed by providing
proper initialization of extracted features to make them

Algorithm 2: Initialization of all possibilities according to step
6 and 7 as in Section 3.2

Purpose: To initialize symptoms under each class for all
possible cases.

Input: The class number(0, 1, 2, 3, and 4), starting index and
end index of corresponding class considered as input

Description: Each feature is filled with either 1 or 0 to
represent all five classes as described in step 8 of
Section 3.2.

set_gs_rf (class, start, end)
Initialize array a[]← {0, 0, 0, 0}
Initialize counter c← 0
for i← start to end do

if c==0 then
a[0]← 0; a[1]← 0; a[2]← 0; a[3]← 0;

else
for j← 0; c > 0; j ++ do

a[j]← c%2;
c← c/2;

end
end
Cold[i]=a[0]; Cough[i]=a[1]; Fever[i]=a[2];
if class==0 then

Recommendation[i]=0 (No-Symptoms);
end
if class==1 then

Breath[i]=a[3]; Age[i]=0;Chronic[i]=0;
Recommendation[i]=1 (Gs);

end
if class==2 then

Breath[i]=a[3]; Age[i]=2;Chronic[i]=1;
Recommendation[i]=2 (rl);

end
if class==3 then

Breath[i]=a[3]; Age[i]=1;Chronic[i]=0;
Recommendation[i]=3 (rm);

end
if class==4 then

Breath[i]=a[3]; Age[i]=1;Chronic[i]=1;
Recommendation[i]=4 (rh);

end
c++
if class==0 and c > 7 then

c=0
end
if class6=0 and c > 15 then

c=0
end

end
Output: An index of each feature consists a value either 0 or 1

to indicate corresponding symptom.
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Table 3
The class labels of data sets ds1 and ds2 before and after train-test split

Classes ds1 ds2 After splittingof ds1 After splittingof ds2

RUS SMOTE Train (70%) Test (30%) Train (70%) Test (30%)
0 113192 1072 2247 79200 33992 749 323
1 2247 2247 2247 1572 675 1590 657
2 1968 1968 2247 1397 571 1359 609
3 1072 1072 2247 757 315 764 308
4 1232 1232 2247 871 361 851 381

Fig. 3. The data balancing methods

suitable for classification as described in Algorithms 1
and 2. Finally, prepare the data set ds1 by combining
all initialized features. Based on a literature study it
is observed that the training and prediction accuracy
of the proposed model is effectively evaluated with a
balanced data set. Hence, the data balancing techniques
discussed in Section 3.3 are applied on a resultant data
set ds1 to generate even more balanced data set ds2 . The
different machine learning methods for classification
applied on both data sets (ds1 & ds2 ) and its results are
analyzed in Section 4.

3.3. Data balancing techniques

The data re-sampling methods are widely used tech-
niques to make imbalanced class distribution of a re-
spective data set as balanced distribution. The ap-
proaches such as under-sampling and over-sampling
are two variants for data re-sampling. The uneven train
and test data split of class labels of an imbalanced
data set is a major drawback. The data sampling tech-
niques shown in Fig. 3 are used to make an equal num-
ber of class labels of a respective data set through ei-
ther oversampling or under-sampling methods. In this
piece of work, RUS followed by SMOTE [13–15] is
used to create a balanced data set ds2 . Initially, it ran-
domly deletes some example entries from majority class
(0th → No-Symptoms) of ds1 and makes it equal to the
minority class (3rd → Medium-Risk) through random

under-sampling technique. Secondly, the oversampling
of minority classes is performed through SMOTE to
make all classes with an equal number of examples.
The entries of each class label for both the data sets –
ds1 and ds2 – is shown in Table 3.

3.4. Classification techniques

The supervised learning method [16,17] like classifi-
cation has two variants such as Binary and Multi-class
classifiers are used to classify entries of a data set into
the identified class labels. A binary classifier classifies a
subject into either of two classes 0 or 1, Yes or No, Male
or Female, True or False, etc. A Multiclass classifier
works on a data set with more than two class labels and
classifies a subject into either of those classes.

The classification methods such as KNN, DT, Naive
Bayes, RF, SGD and SVM are applied on both ds1 and
ds2 . The prediction time is high in KNN [18,19] and
training time is very less since it only stores training
data and applies logic when it receives testing data for
prediction. Hence, it is called as a lazy learner. The
value of K is the most important parameter in K-NN.
This algorithm performs three steps during the predic-
tion process. Firstly, the distance between a new data
point and all data points of the data set is measured.
Secondly, finds K number of data points from a data set
that has less distance from the new data point. Finally,
the class label of the majority of the points among K
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number of data points is selected as the class of the new
data point.

The DT [19,20] takes more time for training and less
time for prediction and it builds a classification model
during its training process. It is one of the popular su-
pervised learning techniques used to solve both classi-
fication and regression problems, but it is widely used
to classify given data set for accurate decision making.
The DT builds a tree for a given data set which con-
sists of two nodes such as Decision-node (Root-node)
and Leaf-node. The starting point of the tree is called
as Root-node. The Decision-node consists of multiple
branches each branch shows a direction towards a fi-
nal decision. The Leaf-node does not contain branches
and gives the final result for the given conditions. The
Naïve Bayes classification model is most suitable for
large data sets, it is quick in prediction, performs well
for multi-class prediction, and needs less training data.
This model is designed based on the Bayes theorem. RF
is a less biased and less data-sensitive ensemble learn-
ing model. It creates a specified number of DT instances
on a given data set and takes the majority opinion of
DT instances as an outcome.

SGD [21] is one variant of gradient descent optimiza-
tion algorithms. It takes a very small amount of data
from a training set for each iteration to compute the
gradient and updates its weight matrix subsequently for
each iteration to quickly reach an optimal point. Hence,
this algorithm is much faster than other gradient descent
algorithms and very useful for huge training sets for
quick converge.

SVM is a supervised learning algorithm used for both
classification and regression problems. However, it is
widely used in classification. It finds a right hyper-plane
that differentiates all classes accurately.

4. Evaluation of synthesized data set and
classification models

The performance of machine learning models is eval-
uated using accuracy, sensitivity, specificity, precision,
rate of misclassification, and F1-score metrics [19]. The
calculation of evaluation metrics uses numerical values
of true positive (TP), true negative (TN), false positive
(FP), and false-negative (FN) which are obtained from
confusion matrices of a respective classification model
is as shown below:

– Accuracy = (TP + TN)/(TP + TN + FP + FN)
– Sensitivity or Recall or true positive rate = TP/(TP
+ FN)

– Specificity or True negative rate = TN/(TN + FP)
– Precision = TP/(TP + FP)
– Rate of mis-classification = (FP + FN)/(TP + TN
+ FP + FN)

– F1-measure = 2 * (precision * recall)/(precision
+ recall)

Four steps are performed in this piece of work. At
first, the COVID-19 survey data shown in Table 1 is not
suitable for learning as described in Section 3.2. Hence,
the Algorithms 1 and 2 are applied on Table 1 to cre-
ate synthesized data set ds1 . Second, the data balanc-
ing methods – described in Section 3.3 – such as ran-
dom under-sampling followed by SOMTE data balanc-
ing methods applied on ds1 to create balanced data set
ds2 . Third, six classification models such as KNN, DT,
Naïve Bayes, RF, SGD and SVM are applied on both
the data sets ds1 and ds2 . Finally, The less data sensitive
and data biased KNN learning model is integrated with
the GUI of the COVID-19 Test Recommender system.

In first task, the data set ds1 is created as described
in Algorithm 1. According to the step-1&8 of Algo-
rithm 1 the total number of houses is 28326 based on
data shown in Table 2 multiplied with four to fix the
Sp. Then, the people of gs, rl, rm, and rh added to Sp.
As a result, the Tp in ds1 is 119823. The data samples
of each class of ds1 shown in Table 3.

In the second task, the RUS data balancing method
makes data samples of a maximum category is equal to
the minority class of the respective data set by delet-
ing the required number of entries from the maximum
category. On the other hand, the data oversampling
method SMOTE makes the number of data samples of
all classes is equal by adding the required number of
extra data samples to each class which are less than the
maximum data entries class of the same data set. The
RUS followed by SMOTE applied on ds1 to create ds2 .
In this process, the RUS reduces data entries (113192)
of a maximum category (No Symptoms) to data en-
tries (1072) of the minority category (Medium-risk). As
a result, 1072 data entries in No-Symptoms category,
2247 samples in General symptoms, 1968 data entries
in rl, 1072 data samples in rm and 1232 entries in rh as
shown in Table 3. Next, the minority data oversampling
method SMOTE is applied to the result of RUS to make
an equal number of example data samples to all five
categories. The result of SMOTE is stored in ds2 which
is shown in Table 3.

In the third task, The training and testing accuracy
of classification models like KNN, DT, Naïve Bayes,
RF, SGD, and SVM is applied on both ds1 and ds2
with 70:30 percent of train and test ratio. Then, the
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Table 4
The training and testing accuracy of all six classification methods on ds1 and ds2

ds1 ds2 ds1 ds2

Classification
methods

Training
accuracy

Testing
accuracy

Training
accuracy

Testing
accuracy

Training
time

Testing
time

Training
time

Testing
time

K-nearest neighbor 1.0 1.0 1.0 1.0 1.31 40.25 0.02 0.06
Decision tree 0.99 1.0 0.99 1.0 0.06 0.01 0.003 0.001
Naive bayes 0.99 1.0 0.99 1.0 0.08 0.01 0.003 0.002
Random forest 0.99 1.0 0.99 1.0 1.13 0.39 0.19 0.03
Stochastic gradient descent 0.99 1.0 0.99 1.0 0.49 0.21 0.015 0.004
Support vector machine 0.99 1.0 0.99 1.0 2.39 0.76 0.25 0.07

Fig. 4. (a) General symptom, (b) Low-risk, (c) Medium-risk, (d) High-risk.

accuracy and response times of training and testing
of each classification model on both the data sets are
shown in Table 4. Moreover, the evaluation metrics of
all these classification models on both ds1 and ds2 are
also evaluated resulting in sensitivity or true positive
rate is equal to 1.0, the specificity or true negative rate
is equal to 0, precision is 1.0, rate of misclassification
is 0, and F1-score is 1.0.

From the results as shown in Table 4 KNN classifier
performs well on both the datasets when compared with
other classifiers. It is a multi-class classifier suits to the
datasets ds1 and ds2 which consists five classes, con-
sumes less time for both training and prediction, and it
performs well when the size of a dataset is small as well
as training data is larger than the number of features.
Hence, it is saved and integrated with the COVID-19
Recommended system as shown in Fig. 4 as the final
task.

5. The symptom based recommended system

The results discussed in Section 4 shows the perfor-
mance of all six classification methods such as KNN,

DT, Naïve Bayes, RF, SGD, and SVM gives better re-
sults on both the data sets. However, the KNN outper-
formed other classifiers with both training and testing
data. Henceforth, it is saved and used in the GUI of
a recommended system to predict the status of a per-
son based on collected symptoms. The proposed rec-
ommended system collects symptoms of Cold, Cough,
Fever, Breath, Chronic (Comorbidities), and Age from
the user as shown in Fig. 4. This information is used to
recommend whether the COVID-19 test is required or
not as well as the level of severity in collected symp-
toms. The proposed recommended system is useful for
both web and mobile-based survey. The symptoms of a
subject are entered through the GUI shown in Fig. 4. A
health assistant can enter either 0 or 1 in a specific text
field of the GUI. As shown in Fig. 1 the value 0 (Zero)
indicates the no presence of a symptom, and the value
1 (One) indicates the presence of a symptom.

The machine learning algorithms are applied on the
synthesized dataset where the algorithms are adopted
from the sklearn API. All the modules in the proposed
work such as creation of synthesized data, data balanc-
ing, classification, saving of model and GUI are imple-
mented in python. The source code of this work is avail-
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able at https://github.com/KLakshmanarao/covid19 for
reference.

6. Conclusion and future work

We have evaluated our proposed model with six clas-
sification algorithms. From the experimentation results,
it is observed that the evaluation metrics – Sensitivity,
Specificity, Precision, Rate of misclassification, and F1-
Score – and train-test accuracy are good and similar
on both the data sets ds1 and ds2 . Consequently, it is
proved that the generation of synthesized data set ds1
through Algorithms 1 and 2 is balanced. It is also ob-
served that the integration of the COVID-19 test recom-
mender system with the KNN model achieves 100% ac-
curacy in predicting the category of a subject based on
its symptoms. In addition to this, the proposed COVID-
19 Test recommended system using machine learning
techniques will be very helpful to public health sys-
tems to decide whether a subject needs a COVID-19
test or not. In this proposed model, all the classes are
recommended for the COVID-19 test except for the
subject with general symptoms. Because of the scarcity
of COVID-19 test kits and other medical resources,
the proposed recommender system will be very useful
for optimal utilization of medical resources since only
required people will be recommended for COVID-19
testing. If a subject which is recommended for COVID-
19 test can be quarantined to reduce the spread of the
virus. The citizen can also use the proposed system and
test themselves on their own. The proposed work can
be extended in such a manner that the integration of
additional symptoms related to COVID-19 can be taken
into consideration to make the prediction more active
and robust.
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