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Abstract. Adverse weather conditions, such as snow-covered roads, represent a challenge for autonomous vehicle research. This
is particularly challenging as it might cause misalignment between the longitudinal axis of the vehicle and the actual direction of
travel. In this paper, we extend previous work in the field of autonomous vehicles on snow-covered roads and present a novel
approach for side-slip angle estimation that combines perception with a hybrid artificial neural network pushing the prediction
horizon beyond existing approaches. We exploited the feature extraction capabilities of convolutional neural networks and the
dynamic time series relationship learning capabilities of gated recurrent units and combined them with a motion model to estimate
the side-slip angle. Subsequently, we evaluated the model using the 3DCoAutoSim simulation platform, where we designed a
suitable simulation environment with snowfall, friction, and car tracks in snow. The results revealed that our approach outperforms
the baseline model for prediction horizons > 2 seconds. This extended prediction horizon has practical implications, by providing
drivers and autonomous systems with more time to make informed decisions, thereby enhancing road safety.
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1. Introduction (ESC) to ensure safety. Vehicle control systems includ-
ing the ESC, active steering, and advanced traction con-

Novel safety systems which control vehicle dynam- trol (ATC) rely on real-time vehicle state assessments,
ics monitor key sensor signals such as wheel angular particularly the vehicle side-slip angle (VSA) [2,3]. The
velocities, steering angle, yaw rate, and vehicle side- vehicle’s state comprises longitudinal and lateral veloc-
slip angle [1]. The side-slip angle, also known as drift ity or acceleration, steering angle, yaw rate, and more.
or attitude, represents the misalignment between the ve- These properties can be measured directly (like accel-
hicle’s longitudinal axis and its travel direction, making eration, steering angle) or inferred from sensor data.
it crucial for systems like electronic stability control However, calculating the VSA is complex as it depends

on wheel and ground friction, wheel forces, and vehicle
*Corresponding author: Cristina Olaverri-Monreal, Department dynamics [2-4]. Determining these factors directly is
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Fig. 1. Top view of a vehicle during a right turn, with a fixed coordi-
nate frame at C the center of mass. The significant physical variables
encompass the longitudinal and lateral velocity v, and vy, wheel
speeds (wy, Wrr, W, W), longitudinal acceleration ay, steering
angle 4 and yaw and roll rate NG respectively b.

gated VSA estimation methods, starting as early as
1990 [2]. This study primarily employs an empirical de-
scriptive model to explore and confirm the relationships
between vehicle and road factors and VSA. To ensure a
comprehensive understanding of these relationships, we
have employed statistical analyses using both Spearman
and Pearson correlation methods, allowing us to analyze
the data in multiple dimensions. As indicated in [5], the
vehicle maneuverability strongly depends on the size
of the VSA. Under dry road conditions the vehicle can
achieve a VSA of up to ten degrees. However, in snowy
conditions, this value is limited to a maximum of four
degrees to ensure the vehicle remains maneuverable.

Typically, when estimating the VSA, the physical
properties depicted in Fig. 1 are taken into account.
These properties are either provided by (CAN) BUS
data or acquired through proprioceptive sensors. In the
following, we aim to provide a wide baseline for un-
derstanding the performance of various VSA estimate
methodologies, particularly under diverse situations,
and according to [2,3,8,9], these approaches can be
primarily classified as:

— Observer — based: These approaches rely either
on a kinematic or dynamic model of the vehi-
cle in combination with an observer, where the
most common ones are derivatives of the bayes
filter, such as kalman filter (KF) and its non-linear
derivatives extended kalman filter (EKF) and un-
scented kalman filter (UKF).

— Neural Network — based: Most approaches rely
on the same neural network (NN) structure con-
sisting of a total of three layers composed of one
input layer, one fully connected hidden layer with
log-sigmoid activation, and one output layer with
linear activation.

The issue of estimating the VSA becomes partic-
ularly relevant under non-optimal weather conditions
such as cases involving snow-covered roadways, as de-
scribed in [10]. As observer-based estimators drasti-
cally rely on models of not only the vehicle but also
of the tire-road interaction, the performance of these
varies according to the accuracy of the model as well
as the sensor systems utilized. Moreover, the non-linear
characteristics of driving make it difficult to obtain a
satisfactory model and estimation performance.

The findings presented in [3] elucidate several points
on vehicle dynamics. Dynamic-based observer methods
apply effectively only at < 50 km/h and can falter dur-
ing severe steering maneuvers. Conversely, kinematic-
based observers offer accurate results under high lat-
eral accelerations and can estimate VSA at high veloc-
ities. However, their error accumulation renders them
ineffective over extended periods. Finally, NN based
methods emerged as the top performers in their tests.

In [4] four different NN estimators for VSA esti-
mation were compared: feed forward neural networks
(FENN) [11], recurrent neural networks (RNN) [12],
gated recurrent units (GRU) [13], and long short-term
memory (LSTM) [14]. These networks were compared
in terms of accuracy based on the root mean square
error (RMSE), mean training time, and mean estimation
time. They concluded that FFNN achieved the highest
accuracy and lowest estimation time but also the high-
est training time. LSTM outperformed GRU in terms
of accuracy, but took longer for each prediction and
overall training.

As stated at the beginning of this section, accurate es-
timation of the VSA is crucial for efficient ESC, which
in turn can significantly mitigate vehicle spinning — a
primary contributor to nearly 25% of human-injury-
related accidents [4].

Prompted by this necessity, we contribute to the state
of the art in VSA estimation, by proposing an enhanced
sensor configuration and a novel approach to integrate
sensor data for more precise estimation over an ex-
tended prediction horizon.

We present a model for estimating VSA on snowy
roads — a challenging scenario for ESC systems [5].
Building on the premise that exteroceptive sensor data,
strictly speaking visual characteristics, can enhance pre-
diction accuracy [15,16], we introduce an approach that
integrates image features extracted by a convolutional
neural network (CNN) [17] into a hybrid artificial neu-
ral network [8]. This method leverages the rich visual
cues from CNN-processed camera feeds, thereby un-
covering previously unexplored VSA-related informa-
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tion and improving prediction accuracy over existing
techniques.

Camera-based features provide extensive informa-
tion about road conditions, including wet, icy, or uneven
surfaces thus enabling the system to adapt to diverse
road scenarios. Additionally, they capture visual cues
related to vehicle dynamics, such as relative orienta-
tion or position changes during adverse conditions like
snow, which enhance the understanding of the vehicle’s
state. Furthermore, this integration reduces the model’s
reliance on potentially erroneous sensors and enhances
the overall reliability of VSA estimation.

Our model surpasses current research [3.4,8] in terms
of an extended prediction horizon and combines the
benefits of FFNN and GRU-based VSA estimation
methods with deep learning-driven perception models.
We also incorporate a kinematic model as outlined in [8]
to strengthen the prediction capabilities of our convolu-
tional neural network gated recurrent unit (CNN-GRU)
architecture.

The verification of our approach was conducted at
two levels:

1. We scrutinized the correlation between the im-
age features and the VSA by employing Pearson’s
correlation coefficient and Spearman’s rank cor-
relation coefficient [18]. This evaluation utilized a
simulated dataset, where both CNN features [17]
and side-slip angles were collated. The collected
image features underwent preprocessing through
principal component analysis (PCA) [19]. The re-
sulting relationship between the reduced image
features and the side-slip angle was then further
examined and analyzed.

2. To evaluate the proposed model, we integrated the
extracted image features into a pipeline based on a
GRU. The model’s performance was evaluated by
comparing its results with the ground truth (GT)
values from a separate evaluation dataset and a
baseline model, as described in [8].

This article is structured as follows: The following
Section 2 introduces the problem of VSA and the gen-
eral architecture for NN-based estimation approaches,
further we provide preliminary information on the uti-
lized NN architectures (CNN, GRU) as well as on the
motion model (single-track model) utilized in this re-
search. In Section 3 related literature on research es-
timating the VSA as well as approaches combining
CNNs with GRU networks are reviewed, followed by
our proposed approach in Section 4. The results are
presented and discussed in Sections 5 and Section 6 re-
spectively. Finally, Section 7, concludes the manuscript
and presents future work.

2. Foundational concepts and approaches

This section lays the foundation for understanding
the complexities of vehicle dynamics and the percep-
tion models used for their prediction, focusing primar-
ily on the vehicle side-slip angle estimation problem.
The challenges of accurately determining the side-slip
angle with conventional methods lead to the exploration
of machine learning-based alternatives. Through ex-
ploring neural networks and kinematic constructs, this
section offers a concise overview of the methodologies
implemented in this work.

For a technical explanation of the CNN, GRU archi-
tecture or the single-track model the authors refer the
reader to [13,20-23].

2.1. Vehicle side-slip angle estimation problem

Centered on a vehicle’s mass, its motion is charac-
terized in a horizontal celestial system. The overall ve-
locity “v, at the vehicle’s center of mass, is a composite
of longitudinal v, and lateral v, velocities. The angular
velocity around the yaw direction z-axis is defined as
yaw-rate W, while & and © depict rotational speeds
in roll and pitch directions. Side-slip angle 3, a piv-
otal metric in vehicle dynamics, describes the deviation
between the vehicle’s longitudinal axis and its actual
direction of movement, specifically representing the
angle between v and the vehicle’s orientation. If the
vehicle drifts along the velocity vector at a 90-degree
angle, 8 indicates a perpendicular turn of the vehicle’s
longitudinal axis to the left.

[ can be calculated using trigonometry if we could
determine the center of mass and the vector components
(vg, vy) of the total velocity Cu at the vehicle’s center
of mass accurately, as shown in Eq. (1).

B = arctan (Uy> )
Vg
with
Vg v - cos 3
Cp= vy| = |v-sing
0 0

However, accurate determinations are impracticable,
which necessitates the exploration of alternative VSA
estimation methods. Typically, VSA ranges from —4 to
4 degrees during regular driving [8]. Dynamic factors
such as tire forces, roll angle, and kinematic aspects
like vehicle mass or structure significantly influence
VSA estimation. Observer-based methods often utilize
these values, but their limitations are apparent due to
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issues with measurement accuracy and road-surface
condition detection. Machine learning offers promising
solutions for these challenges and relevant literature
will be discussed in the next section.

2.2. Machine learning essentials: CNNs and GRUs

Machine learning models, particularly CNNs and
GRUs, have become increasingly popular in the realm
of artificial intelligence in recent years. While CNNs
have proven their proficiency in tasks such as human
action recognition, object detection, and natural lan-
guage processing, GRUs have found applications in
time series forecasting [24], semantic analysis [25], and
also natural language processing [26]. In the realm of
VSA estimation, machine learning models, especially
CNNs and GRUEs, offer significant advantages in con-
trast to traditional approaches. CNNs aim to extract
spatial features from images which makes them suitable
for processing visual data from cameras to detect road
conditions and vehicle dynamics. On the other hand,
GRUs are adept at handling sequential data capturing
the temporal dependencies in VSA estimations over
time.

2.2.1. Convolutional neural networks

CNNs, a variant of deep feed-forward artificial neu-
ral network (ANN)s, are effective in applications such
as image analysis [27], and natural language process-
ing [28] due to their high-dimensional vector handling
capability.

CNNs consist of feature extraction and classifica-
tion parts, where alternating convolutional and pool-
ing layers create feature maps. Information propagates
from early layers, holding low-level details, to later lay-
ers with high-level details. The reduced-dimensionality
output from the last feature extraction layer is input to
a fully connected layer for classification.

CNNs’ core components are (i) convolutional layers,
(ii) pooling layers, and (iii) fully-connected layers.

Convolutional Layer

These layers utilize kernels to perform convolution
operations on input data, traditionally utilized for tasks
such as blurring and information extraction, but pri-
marily aimed at extracting features from spatial data
in this context. By utilizing weighted kernels, these
layers generate feature maps from input images. The
process involves applying activation functions like the
ReLU activation function to neurons and conducting
convolution at each point between the kernel and im-
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Fig. 2. Single GRU cell architecture. This showcases the primary
components including the input layer that receives data, the hidden
state carrying information through the network, the reset gate which
determines the extent to which previous information is forgotten, and
the update gate that decides how much of the current state should be
updated with the new proposed state.

age. This operation of convolution helps detect features
like edges, consequently enhancing image sharpness
for specific tasks.

Pooling Layer

This layer aggregates input data to create downsam-
pled outputs by utilizing a summary statistic, enhancing
efficiency, reducing overfitting, and retaining spatial in-
variance, but with lower spatial dimensions. The pool-
ing operation can be seen as a form of image averaging
(blurring) that retains the most salient features while
reducing dimensionality.

Fully-Connected Layer

In this layer all inputs from the preceding layer link
to every activation unit of the next layer, creating a high-
level feature map. This layer integrates the extracted
features, supporting tasks like object recognition or
classification based on the detected patterns.

2.2.2. Gated recurrent unit

GRUs, introduced in [13], are a type of RNN [12]
designed to capture long-term dependencies in sequen-
tial data while overcoming the short-term memory lim-
itations of traditional RNNs. They have comparable
accuracy to other RNN structures like LSTM [14], but
offer faster training and prediction due to fewer model
parameters [29,30].

As Fig. 2 illustrates, the GRU cell is governed by:

Tt = Sigm(Wwat + Whrhi—1 + b7) 2)
2t = Slgm(W:czxt + Wizhi1 + bz) 3)
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(a) Simplified bicycle model based on Ackermann steering
model. The image illustrates the rudimentary geometric inter-
pretation of vehicle turning based on the instantaneous center
of curvature (ICC), where the vehicle is reduced to a two-wheel
model with the front wheel performing the steering. Adapted

<.

) -

(b) Single-Track model. A simplified model used for analyzing
the dynamics of a vehicle. It assumes that the vehicle’s mass
is concentrated in a single point and the forces and moments
are evaluated in the vertical plane of symmetry. Adapted from
[5, 22]

from [5, 22, 23]

Fig. 3. Comparison between the Ackermann steering model and single-track model.

Et = tanh(thxt + Whh(rt O] ht—l) + bh) 4)
he =2 O hi1+(1—2)0 hy (5)

where ¢, 14, z¢, ht, hy are the input vector, reset gate,
update gate, candidate hidden state vector, sigm is the
sigmoid function, and output vector at time ¢, respec-
tively.

Reset Gate

The reset gate (r;) determines what information to
keep from the past and present input, providing a “short-
term memory”. It outputs a binary value for each input,
indicating whether to discard (0) or keep (1) information
from the previous time step.

Update Gate

The update gate (z;) decides how much of the past
hidden state (h;_1) to retain for the future, and serves as
a “long-term memory”. Like the reset gate, the update
gate outputs a binary value for each input, thus provides
selective information retention.

It’s worth noting that while GRUs inherently transfer
information across time steps in a sequence, this mech-
anism is distinct from the traditional concept of transfer
learning, where pre-trained models are adapted for a
different but related task [30,31].

2.3. Single track model

The single-track model, a physics-based kinematic
model often used as a simplified version of the Ack-
ermann steering model [23,32], delivers a plausible
representation of vehicle behavior without requiring
extensive modeling or parameterization [22,32]. This
kinematic model was proposed for lateral accelerations

below 0.5 g [32].

The bicycle model, a simplified version of the Ack-
ermann model, as depicted in Fig. 3a, merges the front
and rear wheels into single points each. This enables the
model to depict lateral vehicle dynamics in a physically
plausible manner as illustrated in Fig. 3b [22,33]. The
single-track model’s acceleration around the center of
gravity is given by:

a —v (z/; + B) sin 3
a=|ay| = v(erB) cos 3 ©)
0

az

In the single-track model, the vehicle’s mass is as-
sumed to be concentrated at its center of gravity, a com-
mon simplification in vehicle dynamics. While this as-
sumption streamlines the model, it may overlook some
real-world complexities. However, neural networks, es-
pecially CNNs and GRUs, can learn and account for
such intricacies. Leveraging the deep learning capabili-
ties highlighted by [34], our hybrid CNN-GRU architec-
ture learns transformations, including those related to
the center of mass, enhancing the model’s adaptability
and accuracy.

3. State of the art

In this section, we address the topic of VSA estima-
tion as well as CNN-GRU hybrid models. As outlined in
the introduction, the majority of VSA estimation meth-
ods gravitate towards either a model-based approach,
employing a kinematic or dynamic model coupled with
an observer, or a black-box model which utilize ma-
chine learning models. However, only a few of these
approaches exploit a combination of both strategies.
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In [35], three FFNN configurations were designed
to estimate the VSA. Network A utilized basic ve-
hicle dynamics, while Networks B and C integrated
time-delayed signals and feedback for improved accu-
racy. While A faced challenges with speed variations, B
showed adaptability, and C, despite its feedback mech-
anism, had inconsistent performance. Overall, Network
B was the most reliable for estimating the sideslip angle
across varying conditions.

The authors of [9] utilized an LSTM RNN in com-
bination with a fully connected layer as output to de-
termine the lateral vehicle velocity which is inherently
necessary to calculate the VSA. They collected approx.
88 minutes of simulation data with varying road fric-
tion coefficients and applied a 90/10 train-test split. For
evaluation they performed a double lane change experi-
ment and reported that their method achieved accurate
estimation of the vehicle lateral velocity during low and
medium speeds of < 50 km/h regardless of the road
friction. However, they stated that their model did not
fully learn the vehicle dynamics as it performed poorly
at the tested speed of 70 km/h.

In [8] a GRU network was combined with a kine-
matic model for the estimation of the VSA. The authors
collected approx. 16 hours of sensor data, in a real-
world vehicle, under three different road conditions and
compared their VSA estimation approach with a sensor
fusion of global positioning system (GPS) and iner-
tial measurement unit (IMU). The authors set a plain
GRU network against a hybrid kinematic GRU model
for comparison. The former model incorporated inputs
such as the steering wheel angle, longitudinal speed,
longitudinal and lateral acceleration, yaw rate, and all
four wheel speeds for prediction. In contrast, the latter
model, aside from using the previously mentioned in-
puts, also took into account the change in side-slip angle
/3, computed by the single-track model. Their results
showed that the kinematic GRU model outperformed
the single GRU model and provided a mean square er-
ror (MSE) of 0.107 on dry asphalt and 0.519 on wet
asphalt. On snow, the model provided the worst results
with a MSE of 4.529.

The authors of [36] proposed a hybrid state estima-
tion approach to estimate the roll angle of a vehicle us-
ing a combination of data-based estimators represented
by a GRU network and existing physical knowledge.
The proposed method was evaluated using real-world
driving data and showed improved precision compared
to traditional methods such as EKF and UKF. The re-
sults showed that the hybrid state estimation approach
provided accurate estimates of roll angle compared to

traditional methods such as EKF and UKF. The RMSE
of roll angle estimation using hybrid state estimation
was 0.23°, while EKF had an RMSE of 0.32° and UKF
had an RMSE of 0.28°.

Utilizing the feature extraction capabilities of CNNs
and using them as (additional) input for GRU networks
has seen an up-rise in recent years as many researches
combined the benefits of those two methods creating a
CNN-GRU deep learning framework [37—41].

The combination of CNN and GRU was employed
in [40] to learn the dynamic time-series relationship be-
tween variable working conditions and clamping point
force for the prediction of the clamp force for handling
deformable parts. Here a fully connected CNN was uti-
lized for feature extraction and dimensionality reduc-
tion of high dimensional data representing the change
of force state at the clamping point. The extracted fea-
tures were utilized as inputs for a GRU network for
prediction of the clamping point force under complex
time-varying conditions and proved the effectiveness of
the CNN-GRU prediction framework.

The research conducted in [37] proposed a two-step
hybrid CNN-GRU network to predict short-term elec-
tricity consumption in residential buildings. The CNN
consisted of two convolutional layers with ReLU ac-
tivation function and a kernel size of two and a filter
of 1 x 16 for the first layer, respectively, 1 x 8 for the
second layer. The extracted spatial features were then
fed into a two layer GRU with a dense output layer to
predict the future energy consumption. The proposed
model was compared against a number of different ma-
chine and deep learning models on the IHEPC dataset
and against other state of the art techniques on the AEP
dataset and proved to work well.

A spatial-temporal feature-selection algorithm was
also utilized in [41] to determine relevant inputs for
a CNN-GRU for short-term traffic speed prediction.
The network structure consisted of the LeNet-5, for the
CNN, and a bidirectional GRU, so that the predictions
could also incorporate previous inputs in addition to the
current input vector for greater accuracy. The findings
showed that this hybrid model overcame the constraints
of single models, fully utilized the space-time properties
of the traffic data, and predicted traffic speeds with high
accuracy.

Existing research highlights the potential of hybrid
GRU models for VSA estimation, but their performance
is limited in challenging conditions like snowy envi-
ronments [8]. The effectiveness of hybrid CNN and
GRU models for VSA estimation in adverse conditions
remains largely unexplored. Our study addresses this
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Table 1
Component comparison of state-of-the-art literature with our approach
[81 [91 [35] [36] [37] [40] [41] Our
FFNN X X v X X X X v
LSTM X v X X X X X X
GRU v X X v v v v v
VSA estimation v v v X X X X v
Kinematic model v X X X X X X v
Snowy conditions v X X X X X X v
Image features X X X X X v X v
CNN-GRU hybrid ~ x X X X v v v v

BoxColliders

WheelColliders

Fig. 4. The car model, as well as the BoxCollider and WheelColliders. The mesh of the wheels are disabled to avoid visual occlusion of the

WheelColliders.

research gap and aims to enhance VSA estimation mod-
els by integrating visual cues from camera data thus
reducing reliance on error-prone sensors, particularly
in challenging snowy road conditions.

To provide a clearer perspective on how our approach
stands in comparison to existing literature, we present
Table 1 that juxtaposes the key components and features
of various state-of-the-art methods with our proposed
methodology. This table elucidates the comprehensive
nature of our approach, highlighting its distinctiveness
and advancements in the field. By examining the table,
it becomes evident that our approach amalgamates a
diverse set of features and methodologies, setting it
apart from the current state-of-the-art literature. This
comprehensive integration is pivotal in enhancing the
accuracy and robustness of VSA estimation, especially
under challenging conditions.

4. Simulation environment and data analysis
methods

This section initially presents the simulation envi-
ronment, which was used to generate the data for this
study. Subsequently, we outline the methodology used
to explore the relationship between the image-based
features and the VSA. Furthermore, this section intro-

duces the proposed model that integrates CNN-based
features for accurate VSA estimation.

4.1. Experimental setup and simulation environment

We used the Unity3D based 3DCoAutoSim [42] plat-
form to simulate the environment with snowfall, fric-
tion, and car tracks on the snow. The test ground setup
used in this work is based on [10], which is a snow
covered 4-lane dual carriageway circular test track. The
friction between the road surface and the wheels is di-
rectly achieved by setting the Unity WheelColliders,
which will be explained in more detail later. The set-
ting of the test ground is mainly to extract visual data
such as car tracks on the snow. For the dataset creation
we performed multiple laps, in both directions of the
course, and stored the sensor data in separate rosbag
files.

The vehicle model in the simulator corresponded to a
Toyota Rav4 Hybrid (2020) [43] and closely resembles
it in terms of track-width, wheelbase, and mass which
is equally distributed over the volume of the vehicle.
In order to perform the collision volume of the vehicle,
we used a Unity BoxCollider that covered the complete
body of the vehicle, being its center of mass selected
from the geometric center of the vehicle chassis, as
seen in Fig. 4. The four wheels were respectively con-
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Table 2
The friction parameter settings of the WheelColliders

Forward friction ~ Sideways friction

Extremum slip 04 0.2
Extremum value 1 1
Asymptote slip 0.8 0.8
Asymptote value 0.5 0.75
Stifness 1 1

trolled by four Unity WheelColliders, and their steer-
ing occurred in conformity with the Ackermann steer-
ing model. The control scripts set of the vehicle relied
on [10], which was implemented via the RealisticCar-
Control V3 [44].

The parameters of the WheelCollider controlled the
friction between the wheels and ground. The default
settings of the friction parameters for the experiment
are shown in Table 2. We also implemented a 9 degree
of freedom Inertial Measurement Unit (IMU), GPS sen-
sor, as well as longitudinal velocity. In addition, we
monitored the steering angle of the vehicle as well as
the side-slip angle. All these data were either directly
received from Unity or calculated from the sensor data.
Finally, we used two cameras with a resolution of 640 x
480 pixels as the front and rear cameras of the vehicle.
The vertical field of view of the camera was 60°, the
horizontal field of view depended on the aspect ratio.

4.2. Analysis of the image data

The foundation of this study is built upon an existing
relationship between the data obtained from imaging
sensors and the VSA. This approach is motivated by
the acknowledged limitations of black-box machine
learning models [45].

To develop a reliable model, we performed a compre-
hensive analysis of this relationship. This involved the
collection and processing of image and VSA data from
the simulated environment discussed above, conducting
rigorous statistical tests to investigate correlations, and
scrutinizing the relationship between the variables.

In each timestep ¢, we obtained 5; € R, the image
Lhom,t € REXCX3 from the front camera as well as
Lrear,t € REXCX3 from the rear camera, where C is the
number of columns of the image and R is the rows of
the image.

In each timestep, we applied the GooglLeNet
CNN [17] and obtained 1024 features for each image. In
order to evaluate the relationship between these features
and the VSA, we first standardized the features and
extracted a de-correlated representation relying on the
PCA [19]. We chose a variance-based method (PCA)

since it offers a clear and intuitive understanding of
the data’s structure. The principal components (lateral
dimensions) derived from such methods are orthogonal,
ensuring no redundancy, and they capture the direc-
tions of maximum variance in the data, making it more
readable.

The relationship between the first five principal com-
ponents and the VSA was assessed using both Pearson’s
and Spearman’s rank correlation tests. Pearson’s test
was chosen as it effectively measures linear relation-
ships between continuous variables providing insights
into any linear correlation between the latent features
and (. On the other hand, the Spearman’s rank correla-
tion captures non-linear, monotonic relationships that
might not be evident in a linear analysis. Together, these
tests offer a comprehensive evaluation of both linear
and rank-order correlations. The focus was primarily
on the first five principal components of the CNN latent
features. These components were chosen due to their
significant contribution to the overall variance, thereby
enhancing the effectiveness of the analysis.

We formulated two null hypotheses for our analysis.

— Null Hypothesis 1, denoted as Ho peqrson, assumed
that the correlation obtained using Pearson’s cor-
relation coefficient was zero Ho pearson © PPearson =
0.

— Null Hypothesis 2, denoted as Hg spearman> as-
sumed that the correlation obtained using Spear-
man’s correlation coefficient was zero Ho spearman
PSpearman = 0.

Both hypotheses tested whether there was a signifi-
cant relationship between the variables under consid-
eration. If the p-value, the probability of observing the
data or more extreme results under the assumption that
the null hypothesis is true, was found to be less than the
predefined significance level a of 0.001, then the null
hypotheses will be rejected. We deliberately selected
0.001 as our significance level to impose a stringent
criterion.

4.3. Model implementation for VSA estimation

Our implemented prediction model consisted of a
CNN, specifically GoogleNet [17], for feature extrac-
tion on images, and a GRU, for time series prediction,
as visualized in Fig. 5. The choice of Googl.eNet was
motivated by its efficiency in feature extraction, com-
putational affordability, and its ability to learn multi-
scale features through inception modules [17], metrics
that are crucial in various applications, including digital
photogrammetry of piping systems [46]. These eval-
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Fig. 5. The proposed method with a batch size of B, sliding window length of W and a output prediction horizon of P considering only one
camera. The proposed approach utilizes various sensor data, including images (img), wheel angular velocities (wz+ ), steering angle (9), longitudinal
velocity (v ), longitudinal and lateral acceleration (as and a.), yaw rate (12)), as well as the derivative of the prediction target (B) computed using
the kinematic single-track model, as input for time series prediction. The model integrates a CNN [17] for image-based feature extraction and a
GRU with two recurrent layers, a hidden dimensionality of 128, and a tanh activation function for capturing temporal dependencies and ensuring
effective information transfer across time steps. This amalgamation results in a hybrid kinematic CNN-GRU informed model that leverages
exteroceptive data. The dimensionality of the various inputs, as well as the propagated values are displayed within square brackets.

uation criteria align with the comprehensive compu-
tational exploration conducted by [47], who also em-
phasized the importance of methodological choices and
feature extraction techniques. The chosen inputs con-
sisted of a sliding window sequence W of a variety of
sensor data typically provided via controller area net-
work (CAN) BUS in a car (e.g. images (img), wheel
velocities (w,y), steering angle (9), longitudinal veloc-
ity (v;), longitudinal and lateral acceleration (a, and
ay), yaw rate (1[))). The GRU in our model is primarily
employed to capture temporal dependencies and rela-
tionships in the data. It’s worth noting that while GRUs
inherently transfer information across time steps in a se-
quence, this mechanism is distinct from the traditional
concept of transfer learning, where pre-trained models
are adapted for a different but related task. In the con-
text of our model, the GRU’s architecture, character-
ized by its reset and update gates, ensures the effective
transfer of relevant information from one time step to
the next within the same task. This internal “transfer”
of information across time steps is pivotal for the model
to make informed predictions based on both historical
and current data.

Furthermore, our research explored both sequence-
to-one (S20) and sequence-to-sequence (S2S) predic-
tions. Specifically, sequence-to-one (S20) prediction
involves processing a sequence of input data to pro-
duce a single output, while sequence-to-sequence (S2S)
prediction takes a sequence of input data and predicts
a corresponding output sequence, allowing for more
dynamic and temporally structured predictions [48].
The examination of different sliding window lengths

provides critical insights into the temporal influence
on the prediction accuracy of the model. We utilized
the last feature map of a CNN [17] to provide exte-
roceptive information of the environment to the pre-
diction model. We argue that the incorporation of ex-
teroceptive information from image streams provides
long term correction data and thus will improve the
sequence-to-sequence prediction capabilities. Besides
the aforementioned sensor data we utilized the kine-
matic single-track model to compute the derivative, of
the prediction target which is fed to the linear layer via
the motion model. For this we transformed the formula
Eq. (6) to derive /3, as seen in Eq. (7), by applying the
assumption that cos () ~ 1, and fed it as additional in-
put to our GRU model thus creating a hybrid kinematic
CNN-RNN model.

(N

We argue that the proposed sensor suit is applicable
for the use case due to the fact that (i) all new vehicles
manufactured on or after May 1%, 2018 with a gross
weight rating of 4536 kg or less are required to have a
backup camera [49] and the general usage of cameras in
vehicles increased by ~ 315% from 2014 to 2020 [50],
(i1) GPS, IMU and CAN data is available in modern
cars [51,52].

We implemented the model using PyTorch [53] and
Cuda 12.1. To train and test our model we collected
a total of 110 min data on snow covered asphalt in
the 3DCoAutoSim simulator [54]. Table 3 depicts an
overview of the dataset composition. For the initial
hyperparameter estimation, we relied on 3-fold cross-
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Table 3
Dataset metrics

Train Validate

Samples 64501 1418
Minutes  107.39 2.21

w(B) 0.71 3.15
a(B) 6.24 6.03
Table 4

3 best validation scores of 3-fold cross valida-
tion. Best result in bold

Hidden dim  Nlayers  Validation score

64 2 0.0288
128 1 0.0266
128 2 0.0235

Train Dataset

bins [count]
B
{11

—10 F 1 1
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(a) Training dataset metrics
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(b) Validation dataset metrics

Fig. 6. Dataset metrics.

validation with 20 epochs, Table 4 visualizes the results
and selected parameters. Besides the initially chosen
hyperparameters we utilized learning rate scheduling
based on ReduceLRonPlateu' to improve model perfor-
mance and speed up the training process [55,56]. Fur-
thermore, to prevent overfitting we implemented early
stopping when the validation loss did not decrease for
20% of the overall training epochs, L1-regularization
(A =0.001), and 20% neuron dropout. Finally, we per-

1 Used to reduce learning rate when a metric has stopped improving
https://pytorch.org/docs/stable/generated/torch.optim.Ir_scheduler.
ReduceLROnPlateau.html.

Table 5

Dataset structure for sequence-to-sequence
prediction using a sliding window approach.
The table represents input sequences with
n features, spanning a window size of m
time steps, leading up to the target output
sequence of length p. Each row showcases
how a target value y;yo to y¢p is paired
with its corresponding input window. Specif-
ically, for any target y;40, the correspond-
ing input sequence is obtained by looking at
Z1,_, t0 Tpn, and similarly for others

Y T Tp

Yt+0 T, i T,

Yt+p Ll m—1 Tt —m—1

formed a train-test split of 75%—-25%, and a separate
dataset was recorded for the final evaluation.

Besides the proposed approach shown in Fig. 5, we
compared our model in S20 and S2S prediction to the
approach implemented in [8]. In all cases we used a sep-
arate validation dataset to evaluate our model that was
neither used during training nor testing. Since the fre-
quency of the sensors differed, we re-sampled the col-
lected data, in preprocessing, to a frequency of 10 Hz.
We then performed outlier removal, by relying on the
z-score of 3, which indicates that data points beyond
3 standard deviations from the mean were considered
as outliers, and further prepared the dataset in a sliding
window approach as depicted in Table 5. Furthermore,
we employed a feature scaling technique to normalize
the range of the independent variables in the dataset
as part of the data preprocessing step. The resulting
dataset consisted of 65919 sample points valid for train-
ing, testing, and evaluation. Figure 6 visualizes the dis-
tribution of the ground truth VSA over the complete
dataset.

4.4. Model evaluation

In light of the correlation analysis, the highly non-
linear feature processing within our proposed CNN
pipeline, and the distinct correlation of front and rear
camera features with the VSA, we pursued two distinct
experimental approaches. These approaches not only
included image data but also leveraged other sensor
information as previously described in this section.

Approach A utilized both front and rear image data in
conjunction with the sensor data. This aimed to assess
the combined impact of front and rear cameras and
other sensor information on the model’s VSA prediction
capabilities.
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On the other hand, Approach B focused exclusively
on the front image data and the sensor information,
intentionally omitting the rear image data. Despite using
the same dataset as Approach A, Approach B truncated
the rear camera information. The rationale behind this
strategy was to test the relevance and impact of the rear
camera data as suggested by the correlation analysis.

4.4.1. Sequence-to-one prediction

To evaluate the precision of both models in the S20
prediction paradigm, we employed the symmetric mean
absolute percentage error (SMAPE), as elaborated at the
end of this Section. For the performance of our proposed
hybrid CNN-GRU model on the task of S20 prediction
we set during training the hyperparameter P to 1 and in-
vestigated the deviation from the ground truth (GT). To
this end we evaluated 5 different S20 models with vary-
ing sliding window sizes W = {10, 20, 30, 50,100} as
input. We compared both of our approaches, one with
W = 10 and one with W = 100 against the baseline
model of [8]. The primary motivation for using differ-
ential plots was their natural capacity to assist an easy
and quick understanding of the mismatch in prediction
outputs relative to the ground truth, we further chose
to visualize sliding window sizes on both ends of our
spectrum to depict the difference in accuracy.

4.4.2. Sequence-to-sequence prediction

Given the interdependent nature of the VSA data,
which dynamically evolves based on past, present, and
future states, the S2S prediction paradigm is integral
to our models, designed to capture and interpret the
complex temporal dependencies that exist among dif-
ferent states in a sequence, thereby producing accurate
estimations of future vehicle side-slip angles.

To evaluate the effectiveness of our S2S models, we
conducted a series of comparative analyses using dif-
ferent prediction horizons. We employed the sSMAPE
as our performance metric, providing a robust measure
of the prediction accuracy of our models across various
time horizons P = {10, 20, 30, 100}.

The outcomes yielded by our two experimental
strategies in relation to the two distinct prediction
paradigms, S20 and S2S, are delineated in Sections
5.2 and 5.3, respectively. To further fine-tune our mod-
els, we trained them using an array of hyperparameter
combinations, these encompassed various sliding win-
dow input sizes W = {10, 20, 30, 50,100} and a spec-
trum of prediction horizons P = {1, 10, 20, 30, 100}.
The GT values of the evaluation dataset can be seen in
Fig. 7.

Ground Truth

0 200 400 600 800 1000 1200 1400
Time steps[100 ms]

Fig. 7. Ground truth VSA of the evaluation dataset.

Finally, we evaluated the model performance using
the sSMAPE, sequence WiseisMAPE (sSMAPE) as well
as the averaged sSMAPE (F).

sMAPE

For evaluating the models’ accuracy we relied on
SMAPE, the most commonly used metric to determine
the accuracy of time sequence predictions [57]. Further,
the SMAPE metric is especially suited for forecasting
problems, as it provides a symmetric, scale-independent
error measure, which is particularly useful when deal-
ing with datasets that may contain zeros, as seen in
Eq. (8) [58].

2 ¢ lyi — il

SMAPE = — —, ®)
n Z max(|y| + |9, €)

being y; the current target value, ¢; the current pre-

diction value, and € a constant to avoid division by 0.

Lower values of SsMAPE indicate higher precision in

the predictions.

Sequence wise SMAPE

In our computation, we applied Eq. (8) to the pre-
dictions generated by our sequence-to-one/sequence
model. Given that our model produced a set of se-
quences as its prediction output, the calculation was
done on a per-sequence basis over all time steps and
subsequently divided by the total number of time steps,
yielding the SMAPE per sequence sSMAPE (sequence
wise SMAPE) as described in Eq. (9):

SSMAPE

_ 2 ZN: Zn: Vit — Uizl
" n-N max

— = max(|yi| + il €)

©))

In this equation, y; ; is the true value for the i-th se-
quence at time step t over all data points n, and ¢,
represents the predicted value for the ¢-th sequence at
time step ¢. The inner sum calculates the SMAPE for
each sequence ¢, and the outer sum averages these val-
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Table 6

Statistical investigation of the relation of the PCA-based processed CNN features of the front and rear camera to /3.
The first principal components (latent dimensions) corresponding to the highest projected variance are shown. We
utilized Pearson’s correlation and Spearman’s rank correlation to analyze the association between the variables. The
results provided evidence against the null hypotheses for the front camera. Conversely, these findings were minor for

the rear camera

Front

Rear

Pearson’s corr.

Spearman’s rank corr.

Pearson’s corr. Spearman’s rank corr.

PCA dimension  Estimate  p-value  Estimate p-value Estimate  p-value  Estimate p-value
1 —0.0566 le-4 —0.0352 0.0006 0.0615 le-4 0.0686 le-4
2 0.1951 le-4 0.1800 le-4 0.0816 le-4 0.1268 le-4
3 —0.5244 le-4 —0.6290 le-4 —0.0408 le-4 —0.1000 le-4
4 0.0876 le-4 0.1119 le-4 —0.033 0.0013 0.0037 0.7144
5 0.2232 le-4 0.2095 le-4 —0.0546 le-4 —0.0291 0.0048

ues over all sequences N to compute the SMAPE per
sequence. We used the sSMAPE metric, as it evaluates
the model on a per-sequence basis, which is more ap-
propriate for S2S models than treating the entire output
as one input. The method was then capable of capturing
errors that were specific to individual sequences.

Averaged sSMAPE
To provide a comprehensive overview of the perfor-
mance of the models, we averaged the error metrics
across all prediction sequences. This mean error, as seen
in Eq. (10), represented the overall performance of the
models across different prediction horizons and offered
a summary measure of their accuracy.
1N
E = 5 Z sSMAPE;, (10)
i=1
where P represents the total number of sequences
(prediction horizon), and sSMAPE; (sequence wise
sMAPE) denotes the error value for the i-th prediction
horizon sequence.

5. Results

This section describes the results of the relationship
analysis of CNN image features and the VSA (5 as well
as a comparative overview of the performance of our
proposed models against the baseline model proposed
in [8]? for the side-slip angle estimation on two predic-
tion paradigms: Sequence-to-One (S20) and Sequence-
to-Sequence (S2S).

5.1. Correlation analysis

Table 6 reports the detailed findings of the correlation

2We had to implement a minor modification on the output regres-
sion head so that the model could also be used for S2S prediction.

analysis described in 4.2, summarizing the estimated
correlation values and their associated p-values for both
Pearson’s and Spearman’s rank correlation methods.
Each row represents one of the principal components
from the PCA-based processed CNN features. Each
column shows the estimate and p-value of the respective
correlation method for both the front and rear cameras.

5.2. Sequence-to-one prediction model evaluation

Figure 8 showcases the effectiveness of our hybrid
CNN-GRU model in executing the S20 prediction task.
It presents comparative differential plots for both Ap-
proach A and Approach B under different sliding win-
dow lengths of W = 10 and W = 100. The divergence
from the ground truth provides an insightful measure of
the prediction accuracy of both approaches. The exam-
ination of these different sliding window lengths pro-
vides critical insights into the temporal influence on the
prediction accuracy of the model. In our model training,
we settled on 20 epochs based on preliminary experi-
ments. Beyond this, we noticed an increase in valida-
tion loss, hinting at overfitting. While the ideal epoch
count can vary with the dataset, for ours, 20 epochs
ensured a balance between computational efficiency
and model performance. As previously mentioned, the
performance metric, sSSMAPE, was employed to eval-
uate the model’s effectiveness in the S20 prediction
paradigm. The calculated values are documented in Ta-
ble 7, that provides a comparative overview of the S20
prediction outcomes of the various models. For a com-
plete overview of the differential plots for all window
sizes W = {10, 20, 30, 50, 100}, refer to Appendix B,
it provides a collection of plots for both Approach A
(Fig. 10) and Approach B (Fig. 11), which encapsulate
the variability of each models’ performance across a
broad range of temporal sliding input windows.

In Fig. 8a and ¢ we can see that, compared to the
ground truth and the approach of [8], our models gener-
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(d) S20 comparison for W = 100 time steps of Approach B.

Fig. 8. Comparative differential plots of S20 predictions from Approach A (middle) and Approach B (bottom), showing deviation from ground
truth. Different input window lengths of W = 10 and W = 100 are represented, highlighting the temporal influence on prediction accuracy.

Table 7
sSMAPE compared to ground truth for P = 1 time step.
Approach A uses all features, Approach B does not use
rear image features, and [8] is the baseline model used
for comparison. Best result in bold

Window size ~ Approach A Approach B [8]

10 0.410 0.387 0.366
20 0.373 0.340 0.335
30 0.376 0.318 0.454
50 0.741 0.778 0.478
100 0.783 0.827 0.754

ated similar accurate results, except for cases when the
target value is close to the min/max values of the train-
ing data, e.g. as seen at ~ 180 ms. For larger input sizes,
as seen in Fig. 8b and d, it is apparent that the devia-
tion from the GT was significantly higher for all three
models. The largest deviations of the GT for the models
with W = 100 were close to the min/max values of our
training just like for the models with " = 10.

5.3. Sequence-to-sequence prediction model
evaluation

Figure 9 presents the outcomes of applying the S2S

prediction paradigm, illustrating the sSMAPE metric at
each prediction horizon. For a more granular perspec-
tive see Table 8, as it displays the mean sSMAPE E for
respective prediction horizons P = {10, 20, 30, 100}.
It visualizes the results of a comparative analysis of
mean sSMAPE across varying prediction horizons, fo-
cusing on our proposed Approach A, Approach B, and
the model established by [8]. The results reflect the per-
formance of the S2S models in capturing and interpret-
ing complex temporal dependencies existing among dif-
ferent states in a sequence, and accordingly, generating
accurate estimations of future vehicle states.

The comparison of S2S averaged SsMAPE for each
individual prediction sequence for different horizons
P between Approach A (Fig. 12) and Approach B is
illustrated in the Appendix B (Fig. 13).

The comparison of the S2S prediction paradigms
is demonstrated through Fig. 9, which illustrates the
sSMAPE for each prediction horizon. The results for
P =10and P = 100 at the initial prediction time step
indicate that the model proposed by [8] consistently
displays lower sSMAPE values than Approach A and
Approach B in 9 out of 20 cases. Additionally, an in-
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for P = 100 of Approach B.

Fig. 9. S2S sSMAPE comparison for each individual prediction horizon sequence.

creased window size correlates with an increment in
the sSSMAPE across all models. The last prediction step,
however, exhibits a different trend with the baseline
model of [8] scoring lower sSMAPE values only on 2
out of 20 prediction sequences.

When comparing Approach A with Approach B, re-
sults for the first prediction step show Approach A sur-
passing Approach B only in 2 out of 5 instances when
P =100, specifically for window sizes of W = 20 and
W = 30. A similar pattern is observed for P = 10,
where Approach A outperforms B only twice, again
at window sizes of W = 20 and W = 30. Therefore,
for the initial prediction step, Approach B holds the
superior record 60% of the time.

For the last prediction step, the dynamics shift some-
what. Approach A surpasses Approach B in 4 out of 5
cases when P = 100, spanning all window sizes except

W = 100. For P = 10, however, Approach A does not
outperform Approach B in any instance. Consequently,
for the last prediction step, Approach A proves superior
in 4 out of 10 cases.

Another point of comparison is the fluctuation of
the sSMAPE over time. As depicted in Fig. 9a and
¢, our models generally exhibit an initial decrease in
the sSMAPE which eventually increases after reach-
ing a minimum. In contrast, the model of [8] holds a
stable sSMAPE for the early time steps, followed by
an increase. This observation suggests that both our
models surpass the model of [8] in long-term predic-
tions, with the exact intersection point varying based
on the window size W. Specifically, for the window
size W = 100, both our models demonstrate a steadier
sSMAPE as compared to the model of [8], which shows
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Table 8

Comparison of Average Errors (E) for different sliding window sizes
in Sequence-to-Sequence prediction. The table is divided into four
sections based on prediction horizon (P). Each section compares
the performance of Approach A, Approach B, and the benchmark
model [8] for varying window sizes W = {10, 20, 30, 50, 100}.
The best-performing method for each window size is highlighted in
bold

Prediction ~ Window

Approach A Approach B [8]

horizon size
P=10 10 0.572 0.576 0.574
20 0.641 0.551 0.599
30 0.679 0.6819 0.660
50 0.750 0.877 0.700
100 0.787 0.880 1.007
P =20 10 0.645 0.673 0.737
20 0.672 0.674 0.719
30 0.731 0.800 0.739
50 0.807 0.835 0.780
100 0.794 0.820 0.999
P =30 10 0.685 0.693 0.805
20 0.721 0.717 0.835
30 0.757 0.778 0.863
50 0.827 0.815 0.845
100 0.756 0.788 1.031
P =100 10 0.788 0.802 1.084
20 0.786 0.782 1.085
30 0.785 0.783 1.149
50 0.780 0.799 1.131
100 0.783 0.748 1.064

a continual increase of the sSMAPE across all window
sizes except for W = 100.

Finally, the models were compared based on their
average sSMAPE (E) across various prediction hori-
zons. Table 8 provided the mean SMAPE for the pre-
diction horizons P = {10, 20, 30,100} for Approach
A, Approach B, and the model by [8].

6. Discussion
6.1. Correlation analysis

The results of the correlation analysis presented in
Table 6 demonstrate several key insights regarding the
relationship between PCA-based processed CNN fea-
tures of the front and rear camera to 3. A detailed in-
vestigation of these results is provided below.

High correlations are observed in the second, third,
and fifth latent dimensions with 3 for the front camera,
as demonstrated by Pearson’s correlation coefficients
of 0.1951, —0.5244, and 0.2232, respectively.

These results are echoed by the Spearman’s rank cor-
relation, suggesting that these statistical relationships
are robust. The third latent dimension, in particular,
shows a negative correlation, implying an inverse re-

lationship with the VSA in this dimension. The first
and fourth latent dimensions also display correlations
significant at & = 0.001, strongly refuting the null hy-
potheses HO,Pearmn and HO,Spearman-

The correlations for the rear camera present a dif-
ferent narrative, being notably lower across all latent
dimensions compared to the front camera. Neverthe-
less, most latent dimensions still display statistical sig-
nificance at @ = 0.001. An exception is found in the
fourth dimension, which demonstrates a non-significant
correlation in the Spearman’s rank correlation test, sug-
gesting that this dimension’s relationship might not be
robust or meaningful.

6.2. Sequence-to-one prediction

Based on the results of the S20 prediction paradigm
we recognize the need for a more in-depth exploration
of our model’s capacity. We recognize that (i) additional
data augmentation or an expanded training dataset may
be necessary for superior data extrapolation. This real-
ization emerged as we compared our approach to that
of [8]. On the other hand, (ii) the divergence could
also be rooted in the different methodologies for fea-
ture extraction from sensor data between our model
and [8]’s. Furthermore, (iii) our model extends beyond
the approach of [8] by incorporating exteroceptive sen-
sor data, specifically image streams from vehicle cam-
eras processed via CNN. Consequently, our CNN-GRU
model captures a different spectrum of information for
predicting the extremes of the VSA compared to a stan-
dalone GRU. This divergence may contribute to reduced
accuracy near the extreme values of the training data.
As we continue to refine our model, adjustments to the
CNN and the inclusion of supplementary data sources
are avenues we plan to explore for improving accuracy.

6.3. Sequence-to-sequence prediction

Approach A seems to be slightly more beneficial, es-
pecially for window sizes W = 20 and W = 30. How-
ever, if the interest lies in the final prediction step with
a horizon of P = 100, Approach A might be preferred
due to its superior performance in most instances. An-
other factor to consider is the stability of the sSSMAPE
over time, where both our models showcase a stronger
performance than [8]’s model for larger window sizes.
These observations suggest that our models may of-
fer an advantage for applications requiring long-term
predictions.

It is worth noting that Approach A surpassed Ap-
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proach B in 13 out of 25 cases. This indicates that
notwithstanding the diminished correlation of the rear
camera features with the side-slip angle, these features
nonetheless deliver consequential information that aug-
ments the prediction accuracy of our model. The origin
of this discrepancy may be rooted in various elements.
First and foremost, the nexus between the rear camera
features and the side-slip angle could be non-linear and
intricate, reducing its detectability by conventional cor-
relation measures but can still be deciphered by state-
of-the-art prediction models such as deep neural net-
works. The sophisticated architecture of such models
enables them to extract latent, non-linear patterns in
data, thereby enhancing prediction performance even in
the absence of an evident linear relationship. Secondly,
an overlooked aspect in the correlation analysis is the
potential synergistic effect among different data types.
In this scenario, the interaction of rear camera features
with other pieces of information, such as front camera
features or steering angle, could substantially enrich the
predictive capacity of the model. This collective effect
is not discernible by examining individual correlation
coefficients, which provide a somewhat simplistic view
of the relationship between individual variables and the
target. Lastly, it is plausible that the rear camera features
serve as particularly vital information in specific cir-
cumstances, for instance, when the vehicle is reversing
or during a sharp turn. Such contextual utility of rear
camera features contributes to a comprehensive, more
accurate prediction across a variety of situations. Taken
together, these observations highlight the importance of
including diverse types of data in complex prediction
tasks, even those with seemingly low correlation to the
target variable. It underlines the multifaceted nature of
data utility in model performance and cautions against
over-reliance on individual correlation measures when
making decisions about feature inclusion. The analysis
thus suggests the potential benefit of leveraging ma-
chine learning models capable of capturing both lin-
ear and non-linear relationships and interactions among
features.

Compared to the baseline model of [8] both of our
models outperformed it for longer prediction horizons
(= 2 s). Especially Approach A demonstrated the best
results for prediction horizons of two and three seconds,
while Approach B outperformed Approach A on a pre-
diction horizon of 10 seconds. This may be attributed
to the model structure of Approach A that may be too
complex for the little training data, leading to less ac-
curate predictions. Therefore, Approach B, which is
a smaller model, was better suited for longer predic-
tion horizons as it was able to generalize better on the
limited dataset.

7. Conclusion and future research

In this work we presumed that the incorporation of
CNN features from the cameras of a car can besides the
normally utilized kinematic and dynamic parameters
improve the estimation of the side-slip angle. Our statis-
tical analysis results revealed a significant relationship
between the second, third, and fifth latent dimensions
of the front camera and the side-slip angle (denoted as
B) but not of the rear camera. This outcome strongly
supports our assumption, demonstrating the potential
of our approach for side-slip angle estimation. In con-
trast, the rear camera features showed a low correla-
tion with 3, suggesting that they might not contribute
significantly to the model’s performance. These find-
ings provide substantial guidance for future research
directions. Nonlinear correlations could be explored in
future studies, or alternative dimensionality reduction
techniques could be employed to uncover hidden pat-
terns and relationships. Further analysis beyond the first
five principal components might also yield additional
insights into the image data and VSA relationship.

Contrary to the correlation analysis results, our em-
pirical investigation, relying on our hybrid CNN-GRU,
illuminated that exploiting all available features (Ap-
proach A) often led to superior side-slip angle predic-
tions relative to utilizing all features excluding the rear
camera features (Approach B).

Our investigation concentrated on three principal ar-
eas: correlation analysis, sequence-to-one prediction,
and sequence-to-sequence prediction. In Section 4.2 we
explored the relationships between latent variables in-
herent to the front and rear image features and the VSA
B. Transitioning to the sequence-to-one prediction we
conducted an evaluation, juxtaposing our two unique
prediction methodologies against a benchmark model.
The outcome revealed that both our approaches showed
substantial promise. In the final part of our analysis,
the sequence-to-sequence prediction, we evaluated the
proficiency of our models in the demanding task of
predicting future sequences based on prior ones. Our
analysis furnished intriguing revelations. Although we
based our work on different design paradigms all our
models provided comparable results revealing certain
advantages in terms of temporal prediction demands of
the application.

The insights gained from these results contribute to a
wider understanding as they do not only highlight the
efficacy of our proposed models but also underscore
potential limitations, particularly in utilizing the S2S
prediction paradigm in VSA estimation. The real-world
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applicability of our model is evident in its potential
to improve vehicle control in adverse conditions like
snow. Its strength in longer prediction horizons makes
it valuable for autonomous driving systems, where pre-
cise side-slip angle estimation is crucial for safety. The
model’s ability to integrate diverse sensor data also
adds contextual adaptability, useful in specific driving
scenarios such as reversing or sharp turns.

Future research is needed to confirm these results
and should consider integrating attention mechanisms
and encoder-decoder structures into the model. Atten-
tion mechanisms could enhance feature relevance at
each time step, potentially improving prediction accu-
racy. Moreover, encoder-decoder or autoencoder struc-
tures might enhance performance for larger input win-
dow sizes and prediction horizons, as they are adept
at capturing temporal dependencies in sequence-to-
sequence prediction tasks. These adjustments could of-
fer a promising avenue for model performance improve-
ment in side-slip angle prediction. In addition to the
aforementioned avenues for future research, it may be
beneficial to explore different CNN architectures to op-
timize VSA estimation. This could include direct es-
timation as well as the use of temporally contiguous
gray-scale images. Ablation studies could help to isolate
the effects of each architectural component and input
modality and separate projection layers for each input
could offer more flexibility in learning the weights and
biases for each input. Moreover, investigating the use
of sensors to dynamically determine the most suitable
approach based on conditional probabilities and safety
conditions could provide a more adaptive and robust
system for VSA estimation on real systems. Finally,
considering different hybrid models tailored to specific
input states might optimize a first step towards real-time
performance of the hybrid model. As an alternative to
the current use of PCA for dimensionality reduction,
future research could consider other dimensionality re-
duction methods such as [59] for discovering the most
effective feature spaces and optimizing the number of
features. This could provide a more robust and accurate
approach for VSA estimation.
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Fig. 11. S20 differential plots of Approach B for window sizes

Fig. 10. S20 differential plots of Approach A for window sizes W = {10, 20, 30, 50, 100} and prediction horizons P = 1.

W = {10, 20, 30, 50, 100} and prediction horizons P = 1.
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Appendix B. S2S Average Error Comparison
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Fig. 12. S2S averaged SMAPE comparison for Approach A for dif-
ferent horizons P.
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