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Abstract. 3D reconstruction is extremely important in CAD (computer-aided design)/CAE (computer-aided Engineering)/CAM
(computer-aided manufacturing). For interpretability, reinforcement learning (RL) is used to reconstruct 3D shapes from images
by a series of editing actions. However, typical applications of RL for 3D reconstruction face problems. The search space will
increase exponentially with the action space due to the curse of dimensionality, which leads to low performance, especially for
complex action spaces in 3D reconstruction. Additionally, most works involve training a specific agent for each shape class without
learning related experiences from others. Therefore, we present a hierarchical RL approach with transferability to reconstruct
3D shapes (HRLT3D). First, actions are grouped into macro actions that can be chosen by the top-agent. Second, the task is
accordingly decomposed into hierarchically simplified sub-tasks solved by sub-agents. Different from classical hierarchical RL
(HRL), we propose a sub-agent based on augmented state space (ASS-Sub-Agent) to replace a set of sub-agents, which can speed
up the training process due to shared learning and having fewer parameters. Furthermore, the ASS-Sub-Agent is more easily
transferred to data of other classes due to the augmented diverse states and the simplified tasks. The experimental results on typical
public dataset show that the proposed HRLT3D performs overwhelmingly better than recent baselines. More impressingly, the
experiments also demonstrate the extreme transferability of our approach among data of different classes.
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1. Introduction problems still exist in there. It is a complex issue to
simultaneously decide which vertex to edit and how to

3D reconstruction is important in field of engineer- edit it, especially when there are many vertices to be
ing, such as CAD/CAE/CAM, 3D printing, virtual real- edited. The complex action space leads to low recon-
ity/augmented reality, and so on. The classic methods struction accuracy since it will increase the search space
are to learn a deep neural network that outputs 3D mod- exponentially. The agent cannot determine a reasonable
els directly from images or predicts implicit functions. action until enough of the environment has been ex-
However, they are not interpretable or cannot obtain a plored. In addition, agents for data of different classes
detailed reconstruction process. are trained without learning knowledge from other re-

To make the reconstruction process interpretable,
Lin et al. [1] proposed an reinforcement learning (RL)
method that mimics human modelers. The agent is
trained to reconstruct a mesh model by selecting a se-
ries of actions, which are defined as the movement of
vertices in the original coarse-grained mesh. However,

lated experiences. In reality, people usually make de-
cisions with the aid of previous experiences. Similarly,
the learning agent will usually require less exploration
if it is guided by transferred knowledge.

To solve the abovementioned problems, we present
a hierarchical RL approach with transferability to re-
construct 3D shapes (HRLT3D). The HRL is adapted
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Fig. 1. The process of reconstructing the target image into final mesh step by step. First, the coarse-grained mesh is obtained and loops are added.
Then the agent chooses action to edit mesh by referring to the target image. The IoU between target 3D model and the edited mesh guides the

training of the agent so that it can choose more appropriate actions.

general sub-agents. Generally, modelers first perceive
which part of the shape needs to be edited, and then
decide how to edit it. Therefore, primitive actions are
grouped into macro actions, each of which affects a part
of the shape. The top-agent chooses a macro action,
and then the related sub-agent selects a primitive action
that is grouped in the macro action. It is the cooperation
between a higher-level decision-maker (top-agent) and
a lower-level executor (sub-agent), where the former
controls the direction from a global perspective, and
the latter considers the local optimum. In addition, the
sub-agent based on augmented state space (ASS-Sub-
Agent) is proposed to replace a group of sub-agents,
where the distinctive features of each sub-task are taken
as the augmentation of the state. It promotes training
efficiency benefiting from fewer parameters and the
shared learning process. Furthermore, the augmenta-
tion enriches the features of states, thus increasing the
diversity of the state distribution. Consequently, the
ASS-Sub-Agent is easier to generalize to data of other
classes. It transfers knowledge from the source tasks,
thus benefiting the performance of the target tasks [2].

Our main contributions can be summarized as fol-
lows:

— To the best of our knowledge, this is the first work
to adapt HRL to 3D reconstruction. Agents can
achieve better reconstruction accuracy due to ac-
tion simplification.

— We propose a novel ASS-Sub-Agent to accelerate
the agent training. In addition, it increases the di-
versity of state distribution and improves transfer-
ability.

The rest of this paper is organized as follows. In Sec-
tion 2, some related works of 3D reconstruction, hierar-
chical reinforcement learning and transfer learning are
provided. Then, the proposed method is introduced in

Section 3. In Section 4, the results of reconstruction and
transferability are demonstrated on different datasets.
Finally, the conclusion and future works are provided
in Section 5.

2. Related work

Many methods have been proposed to reconstruct 3D
models from images. The development of CAD soft-
ware promotes 3D reconstruction [3-6]. However, it
is usually suitable for professional modelers only. In
recent years, with the development of deep learning
[7-10], the 3D reconstruction method combined with
deep learning has gained attention. A typical method
is to directly output 3D models from images by train-
ing a neural network [11-15]. Another popular method
recently is to learn a neural network which approxi-
mates the implicit function [16-21]. Besides, methods
based on generative adversarial network (GAN) have
been applied to 3D shape reconstruction or style re-
construction after making significant progress in 2D
generation [22-26]. These methods have accomplished
remarkable results, but they lack interpretability or can-
not provide a detailed step-by-step reconstruction pro-
cess. This makes it difficult to apply the reconstructed
models to the field of engineering. In engineering ,using
existing knowledge or models can greatly shorten the
development cycle [27-29], and interpretability makes
them more reliable and usable [30-32].

Researchers have attempted to recognize the mod-
eling process by deep neural networks, which can in-
crease the flexibility of model reuse [33,34]. However, it
usually requires synthetic data for the network training.
Others generate mesh models according to the given
points [35,36]. First, they generate the coarse-grained
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Fig. 2. Framework Overview. (a) is the process of RL, the agent maps the observed state to action. The state s; will be changed into state s;41
after the execution of action and we show s;1 when the action is to move vertex V;/ up along the z axis. The reward is obtained by calculating
the ToU before and after the action execution, which is used to guide the training of agent. (b) is the detail of hierarchical agent. An option is
selected by top-agent at first and then primitive action is chosen by sub-agent related with the option.

mesh model and the error for each vertex contained
in the mesh model is calculated. The vertices are then
edited according to the error. However, these meth-
ods require the given points for the error calculation.
RL has been widely used in traffic [37-44], engineer-
ing [45—47], and health care [48]. For 3D reconstruc-
tion, it can provide interpretable reconstruction pro-
cess step-by-step by simulating human modelers. The
human-simulated method can help solve many prob-
lems in engineering [49], and may in turn help human
modelers become better [50]. In addition, it can train
the network according to the reward given by the en-
vironment without supervision. Lin et al. [1] proposed
a two-step method for 3D shape reconstruction using
reinforcement learning (RL): (1) approximate a rough
mesh shape and (2) edit the mesh to create a detailed
shape. Seiya et al. [51] introduced an encoder-decoder
network for the problem of fixed viewpoint in [1]. Al-
though these methods are promising in terms of inter-
pretability, the complex action space of editing the ver-
tices of meshes has become an obstacle to achieving
high accuracy since optimization essentially refers to

finding an appropriate action sequence in the search
space [52]. Moreover, learning without considering pre-
vious related experiences may lead to higher sample
complexity [53]. HRL has the potential to accomplish
a complex task by decomposing it into simpler sub-
tasks through a hierarchy of agents. The most popular
HRL methods include feudal learning [54], hierarchi-
cal abstract machines [55], MAXQ [56], and options
framework [57-59]. Sutton et al. [57] first proposed the
options framework, where a set of actions is consid-
ered as an option. In the options framework, an option
w €  is picked first by the top-agent mo and then
follows the sub-agent 7, until termination (as dictated
by B.), at which point this procedure is repeated. How-
ever, it is based on the traditional g-learning method.
High-dimensional data often increase the complexity
of the agent [60], and traditional methods have diffi-
culty achieving good results [61]. Bacon et al. [58] pro-
posed a new option-critic architecture combining op-
tion with actor-critic and firstly implemented the end-
to-end options learning. It can automatically extract
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high-dimensional features through depth learning meth-
ods [62].

The combination of transfer learning (TL) and RL
has attracted considerable attention from researchers
in order to improve the efficiency of RL, such as pol-
icy distillation [63,64], and learning from demonstra-
tions [65,66], and so on. The combination of vari-
ous methods can compensate for each other’s short-
comings [67,68]. However, the knowledge of complex
agents can easily fail to be transferred since the incon-
sistent state distribution among data of different classes,
worse still may result in negative impact. Researchers
have tried to improve the transferability by decompos-
ing the agent into more reuseable sub-agents [69-71].
Tessler et al. [69] learned reusable skills for solving
tasks in Minecraft through a hierarchical approach.

Frans et al. [70] developed a meta learning approach
based on hierarchically structure, where sub-agents
were learned and switched between different tasks.
These methods indicate the potential of hierarchical
ideas in promoting transferability. However, none of
these techniques have been applied to 3D reconstruc-
tion.

3. The proposed approach
3.1. Framework overview

As shown in Fig. 1, the goal is to reconstruct a 3D
shape as similar to the target 3D model as possible
from the provided target image. First, obtain the coarse-
grained mesh through heuristic [36] or deep learning
methods [1], and then add loops on it. Second, the agent
is trained to choose an editing action at each step to edit
the mesh. This paper focuses on better training of the
agent. The intersection over union (IoU) between the
edited mesh and the target 3D model is calculated at
each step. If the IoU increases after editing, the agent’s
decision is encouraged; otherwise, it will be punished.
The agent is constantly trained through trial and error.

As shown in Fig. 2a, the agent observes the current
state s; at time step ¢ and selects an action a;. After
the environment executes the action, it obtains the next
state sy and the reward 44 ;. Then, we set sy = Sy41,
ry = 1441 and repeat the above process until reaching
the termination state. The reward will guide the agent
to make the decision with the highest discounted cu-
mulative reward R, where R = .~/ 4'r; and 7 is the
discounted factor. The discount factor ~ determines the
impact of future rewards on the current value: the value

AddLoop .

Fig. 3. We assign n loops to the cuboids of coarse-grained mesh. We
add n = 10 loops to 2 cuboids.

of rewards received in the future k time steps is worth
only 7* times the value of rewards received immedi-
ately. The detailed definitions of the state, action and
reward can be seen in Section 3.2.

Figure 2b describes the option hierarchical frame-
work. The agent can be decomposed into the top-agent
and a set of sub-agents. The top-agent chooses an op-
tion, and then the option-related sub-agent will decide
to execute which action. To simplify the training of
sub-agents, we proposed ASS-Sub-Agent to replace the
set of sub-agents. The details of the option hierarchi-
cal framework and ASS-Sub-Agent are described sepa-
rately in Sections 3.3 and 3.4. Finally, Section 3.5 will
show how to transfer knowledge to other classes.

3.2. Reinforcement learning modeling

In this subsection, the details of state, action and
reward are described.

The proposed approach focuses on adjusting a
coarse-grained mesh to have more details according to
the provided target image. The coarse-grained mesh is
composed of several cuboids, which do not have any
loops at first. For further editing, the coarse-grained
mesh is subdivided by adding loops [72]. The loop is
a rectangle on the cuboid surface, in which the plane
is vertical to the longest cuboid side. Here, we assign
n loops L in the mesh as Fig. 3, where L = {L;}7,,.
A loop L; can be represented by its two corner vertices
Vi = (@1, 1, 21) and V] = (], ], 2]). The target im-
age, the loops L, and the step are used as state. The
actions are defined by the movement of the two corner
vertices V7, and V] as shown in Fig. 4. The movement
range is controlled with six parameters —3, —2, —1, 1,
2, 3 on three axis directions. Therefore, the number of
total actions is 36n.

Finally, the IoU can be used as a metric of the simi-
larity between the edited mesh and the target 3D model.
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Fig. 4. For one loop, the movements of two corner vertices V7, and
V] are defined as actions.

Accordingly, the reward is the increment of IoU after an
action is executed. The use of the metric that is highly
relevant to human perception can intrinsically optimize
the training of the model [73].

3.3. Hierarchical options framework

To define our problem as one that can be handled
hierarchically, we are inspired by the options frame-
work [57,58], which first chooses an option, and then
selects an action based on the current option. For a
coarse-grained mesh, the HRLT3D first observes which
part is the most different from the target shape, and then
decides how to adjust it. In this stage, each loop can
represent one part of the original mesh. Therefore, we
group the actions operating on one loop into a macro
action, equivalently referred to as an option. Therefore,
36n actions can be grouped into n options as the output
of the top-agent and 36 actions for each sub-agent. The
reason why this can achieve better results is that it de-
composes the task and simplifies the action space at dif-
ferent levels. This is consistent with the idea of task de-
composition in industry [74]. The top level only needs
to focus on which loop needs to be adjusted most, while
the low level only needs to focus on the specific oper-
ation of the loop. It is the cooperation between global
exploration and local exploitation, that can significantly
improve accuracy and reliability [75,76].

The agents are trained by updating the value function
(). When the option w is started in state s;, and then
we jump k steps to the state s;4; where the option w
terminates. Specifically, the loss function of top-agent
can be defined as:

Lo = (Riyr + 7y max Qa(st4r,w'; 0n)
— QQ(5t7W§QQ))2’

where 6, is the parameter of top-agent network. Ry
denotes the cumulative discounted reward over k steps

)

and can be calculated as:

Risk =res1 + 9712 + oo+ e, )

To simplify training, we set k to be a fixed hyper
parameter, and the termination function /3, always will
be 1 if k£ = 1. In particular, it is easy to combine heuris-
tic algorithms or expert experiences to accelerate the
learning process of top-agent.

The sub-agents are trained using double deep Q-
network (DDQN) [77]. The DDQN using double agents
to learn value function, current agent and target agent.
For option w, the loss function of sub-agent is as fol-
lows:

Lo = (i1 +YUu (8041, 07553 0")
— Qu(st,ai30))%,

where 6 and ¢’ are parameters of current agent and
target agent. The a}}] and U are defined as:

3

max

apyy = max Qu(st41,a50), Oy
Uy(s,a;0") = (1 — B,(8)Qu(s,a;0")

/ / / (5)
+Bu(s) max Qa(s', W' 0"),

3.4. ASS-Sub-Agent

Although the options framework can simplify the
action space for each agent, the training parameters are
increased since we need to learn the sub-agent for each
option. Note that the sub-agents for different options are
dealing with the same kind of problem except different
loops are to be operated. It is feasible to use an agent to
implement the functions of a set of sub-agents. In order
to identify which option is being operated on, we pro-
pose to train a sub-agent based on an augmented state
space (ASS-Sub-Agent) by incorporating the distinctive
features of options as part of the state. In this stage, L;
is added as an augmented part of the state, which can
be the input of ASS-Sub-Agent and i is the loop index
selected by the top-agent. The whole network is shown
in Fig. 5.

Bacon et al. [58] posed that an augmented state may
lead to a larger state space, resulting in a poor learning
effect. In contrast, an augmented state can promote our
learning and transfer for the following two reasons.
First, the training process can be shared by ASS-Sub-
Agent, which speeds up learning. Second, the diversity
of states makes the agent more general to data of other
classes.



332 L. Li et al. / 3D reconstruction based on hierarchical reinforcement learning with transferability

Top-Agent
Target Image MLP ﬂ‘
——= | Conv T
Loops ‘
MLP
St
® MLP
Conv
One Loop
MLP
Input ASS-Sub-Agent

Ll
W e A
Lll
Action,
MLP
Action ;¢
Output

Fig. 5. The triple can be the input of top-agent, which will output an option related with loop index. The features of the loop as the augmentation of
state are inputted into ASS-Sub-Agent, which decides how to operate on this loop.

3.5. Transfer learning based on the hierarchical
framework

Transfer learning can promote learning efficiency by
using existing knowledge [23,78]. Most transfer learn-
ing based on the hierarchical framework trains a set of
sub-agents on source data and then reuse them on target
data. The top-agent is retrained for each different data
point when to execute which sub-agent. We follow a
similar architecture, and the details are shown in the
pseudocode of Algorithm 1.

Algorithm 1: Transfer learning based on hierarchical framework

1: Initialize the top-agent g with parameters 6, randomly.
2: Initialize ASS-Sub-Agent 7, with previous trained parameters

0.

3: Sett =0

4: repeat

5: Choose w+ based on g

6: fori=t+1,t+2,..., t+ kdo

7: Collect experience (s¢, at, ¢, St+1) based on 7,
8: Update 6,, to minimise the loss Ly,

9: end for
10: Sett =t+k
11: Calculate cumulative discounted reward over k steps Ry i
12: Collect experience (s¢, wt, Riyk, St+k)
13: Update 6, to minimise the loss L

14: until termination

To transfer the trained agent from the source data to
the target data, the key step is to initialize the parameters
of the top-agent and ASS-Sub-Agent. Consistent with
the classic method, the proposed transfer procedure re-
trains the top-agent through random initialization pa-
rameters, and reuses the parameters of ASS-Sub-Agent.

The experience (s¢, as, 7, S+4+1) is collected based on
these agent at each time step ¢. which is used to up-
date the parameters of ASS-Sub-Agent. When the time
step jumps from ¢ to ¢ + k, calculate the cumulative
discount reward R;i;. At this time, the experience
(s¢,wt, Ry, St+k) is used to update the top-agent.
Differently, the w; does not represent the chosen sub-
agent, but represents the chosen loop which can be as
the augmented part of sate and be operated by ASS-
Sub-Agent. Besides, the ASS-Sub-Agent can enhance
the generalization and transferability among data of dif-
ferent classes. Industrial scenarios are more complex,
so the transferability of agent is more important [79].

4. Experiments and analysis
4.1. Experimental settings

The proposed method is based on RL, so we compare
it with two recent RL-based baselines [1,51], which are
published in 2020 and 2022 in this filed. The work [1]
is an important first stepping stone towards 3D recon-
struction by RL. All the RL-based methods use the
framework of DDQN [77]. In addition, the GAN-based
methods [22,26] that are promising in the field of 3D
reconstruction are compared. The proposed method is
unsupervised, where the target 3D models are used
only for calculating the IoU. For fair comparisons, 3D-
GAN [22] uses the target 3D models only as real objects
for the training of the discriminator. ASTA3D [26] di-
rectly reconstructs 3D models from 2D images through
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Table 1
Quantitative results comparison with recently related methods. We report the average accumulated rewards R and the
final similarity evaluated by IoU on each class

Airplane Car Guitar
Method IoU R IoU R IoU R
GAN-based 3D-GAN (NIPS, 2016) [22] 0.302 - 0.614 - 0.375 -
ASTA3D (WACYV, 2022) [26] 0.319 - 0.589 - 0.463 -
RL-based DDQN (AAAL 2016) [77] 0.166 —0.013 0484 0.002 0284 —0.025
Lin et al. (ECCV,2020) [1] 0.314 0.135 0.605 0.123  0.493 0.184
Seiya et al. (VISIGRAPP,2022) [51]  0.252 0.073 0579 0.096  0.409 0.099
Ours (DDQN) 0.353 0.174 0.644 0.162  0.508 0.199
Ours 0.378 0.199 0.649 0.167 0.527 0.218

Fig. 6. Qualitative results of our method, RL-based baseline [1] and GAN-based baseline [22]. The first row shows the target images. The second
row and the third row show the mesh results of RL-based baseline and the voxel results of GAN-based baseline separately. The last row is our

mesh results.

a differentiable renderer without requiring 3D target
models.

This paper follows the dataset from [1,51], which is
the first public dataset since 2020 for this topic. It has
three classes: airplanes, cars, and guitars. Each of class
contains 650 shapes, where 600 are used for training
and 50 are used for testing. In addition, the Fusion 360
Gallery dataset [80] is also used to verify the effective-
ness of the proposed method. The Fusion 360 Gallery
dataset has rich 2D and 3D geometric data coming from
CAD models. We extract 1000 sets of data, which are
the pairs of 2D target images and the target 3D models.
Among them, 900 are used for training and 100 are
used for testing.

For the parameter settings, we set the discounted fac-
tor v = 0.9 for the top-agent and the ASS-Sub-Agent,
hyperparameter k¥ = 1 and loop number n = 10. The

larger the loop number is, the higher the reconstruc-
tion resolution. However, the accuracy of reconstruction
may decrease because the action space increases with
the number of loops. The agents choose actions greedily
with a probability € of 0.98 in the training stage which
is used to balance exploration and exploitation and 1 in
the testing stage. The coarse-grained original meshes
are obtained through a deep network [1].

All of the experiments are trained and tested under
the same hardware and software. The model is trained
on a single NVIDIA RTX 3090 GPU , the main memory
is 64 GB, and the CPU clock frequency is 2.5-4.4 GHz.
The network model is implemented on Python 3.6 and
PyTorch 1.9.1. The training of our model takes 15 min-
utes per epoch for the class airplane, car and guitar and
25 minutes for the Fusion 360 Gallery datasets. We
trained 200 epochs for each class.
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Table 2
The accumulated reward improvement of our method over
the state-of-art method

Linetal. Ours Improvement Rate

Airplane 0.135 0.199 0.064 47.4%

Car 0.123 0.167 0.044 35.7%

Guitar 0.184 0.218 0.028 15.2%
Table 3

The standard deviation of the accumu-
lated reward over the state-of-art method
Method Airplane Car Guitar

Lin et al. 0.052 0.034  0.046
Ours 0.051 0.023  0.024

Table 4
Quantitative results comparison with recently related
methods on Fusion 360 Gallery dataset

Method ToU

GAN-based  3D-GAN (NIPS, 2016) [22] 0.155
ASTA3D (WACYV, 2022) [26]  0.141
RL-based DDQN (AAAI 2016) [77] 0.098

Lin et al. (ECCV,2020) [1] 0.143
Ours 0.208

4.2. Reconstruction experiments and analysis

In this subsection, we compare the reconstruction
results, which use the cumulative reward R and IoU
as evaluation metrics. As shown in the Table 1, the
GAN-based methods achieve relatively good results,
although they only need target 3D models for the train-
ing of discriminator or do not need them. For RL-based
methods, the reconstruction performances using only
DDQN are very poor due to the huge action space
in this problem. The method of Lin et al. [1] obtains
higher-quality results by combining DDQN with im-
itation learning (IL). The reconstruction accuracy of
Seiya et al. [51] has declined because they paid more
attention on viewpoint-independent reconstruction. Our
method obtains the highest cumulative reward and IoU
for all of three classes. Moreover, we can achieve better
performances even without IL(only DDQN).

To intuitively compare the improvement, we list the
cumulative reward improvement of our method over Lin
et al. [1], which is the state-of-art method recently in
this field. As shown in Table 2, our method improved by
47.4%, 35.7% and 15.2% on airplanes, cars and guitars
respectively.

Table 3 shows the standard deviation of the accu-
mulated reward, which can reflect the stability of the
training. We can see that our method achieves a smaller
standard deviation among the three classes.

Fig. 7. Qualitative results of our method, RL-based baseline [1] and
GAN-based baseline [22] on Fusion 360 Gallery dataset. The first
row shows the target images. The second row and the third row
show the mesh results of RL-based baseline and the voxel results of
GAN-based baseline separately. The last row is our mesh results.

Figure 6 displays the qualitative results, where the
mesh model reconstructed by our method is visually
closer to the target image. As shown in Table 4 and
Fig. 7, the quantitative and qualitative results of the
Fusion 360 Gallery dataset are still better than those of
the baselines. Although the objects in the Fusion 360
Gallery dataset do not belong to the same class, which
makes the learning of the neural network more difficult,
our method has achieved relatively good results in terms
of quantity and quality.

4.3. Transferability experiments and analysis

In addition to the performance improvement, in this
subsection, we confirm the transferability of HRLT3D.
That is, we train the top-agent and the ASS-Sub-Agent
on source class data first. Then, we re-train the top-
agent and fine-tune the ASS-Sub-Agent on the target
class data. Finally, we test the performance on target
class data. Specifically, we conduct three groups of
experiments compared with the state-of-art RL-based
method [1]. We use the following representative metrics
[81,82] to evaluate transfer performances:

— Jumpstart Performance (JP): the initial perfor-
mance (reward).

— Asymptotic Performance (AP): the ultimate per-
formance (reward).

— Performance after specific training Epoch (PE):
We get the performance (reward) after 100 epochs.
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Table 5
Quantitative performance between our method and the baseline under different greedy probabilities. Three groups of
experiments are conducted and the source class data for each are listed in brackets

Airplane (Car) Car (Airplane) Guitar (Airplane)
Method Type of € JP PE AP JP PE AP JP PE AP
Linetal. [1]  Fixed 0.011 0.042 0.042 0.037 0.101 0.102 0.021 0.112  0.131
Incremental ~ 0.007 0.081 0.081 0.001 0.143 0.148 —0.008 0.148 0.152
Ours Fixed 0.062 0.156 0.198 0.118 0.185 0.185 0.041 0.179 0.219
Incremental ~ 0.047 0.192 0.198 0.067 0.179 0.182 0.043 0.207 0.222
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Fig. 8. Comparison of our method with and without transfer on three classes. The charts show the change of cumulative reward with the training
epoch. The orange line represents the change of our method with transfer, and blue one is else.

At first, we show the impact of training with trans-
fer in Fig. 8. The orange line represents the test result
changing with the training epoch, while the blue line is
that without transfer. As we can see, agent with transfer
can explore better JP, and it can converge to a fairly
or even better AP. To demonstrate that our method im-
proves the transferability, we also compared the effects
of our method and baseline with transferred knowl-
edge obtained from source class data. Besides, different
greedy probabilities will affect the exploration of the
environment, and correspondingly affect the transfer
results. Therefore, two kinds of greedy probabilities are
explored, which are the fixed probability of 0.98 and
the incremental probability increasing linearly from 0.5
to 0.98. Table 5 quantifies the transfer learning perfor-
mances of our method and the baseline under differ-
ent probabilities. We carried out three groups of ex-
periments, and the source class data for each are listed
in brackets. It can be seen from the Table 5 that our
method under fixed or incremental greedy probability
can achieve better results. We use Mann-Whitney U
test to verify whether the proposed method has been
significantly improved compared with baseline. The
Mann Whitney U Test results for the three evaluation
metrics are U = 0, P = 0.01, which means that the
proposed method has been significantly improved on
the three evaluation metrics with 99.99% probability.
As shown in Fig. 9, we can observe the following three

Table 6
Ablation study of hyperparameters. The test values are smaller and
greater than the selected value, and the result is relative to us

Hyper-parameter Value Result Value Result
Discounted factor 0.5 —0.080 1.0 —0.061
Greedy probability 0.5 —0.065 1.0 —0.006
Loop number 5 —0.007 20 —0.044

phenomena. First, baseline with fixed greedy probabil-
ity can also improve the JP, but it has a negative impact
in the later stage due to the poor generalization of the
agent network. Second, transfer learning with incre-
mental greedy probability is generally beneficial to the
AP. Third, whether using fixed greedy probability or
incremental greedy probability, the proposed method
gets better results than the baseline.

4.4. Ablation study

Ablation study of ASS-Sub-Agent. To demonstrate the
impact of ASS-Sub-Agent, we compare the qualitative
results of our method with and without ASS-Sub-Agent
in Fig. 10. The second row shows our results with ASS-
Sub-agent. Apparently, under the same number of train-
ing epochs, the training results with ASS-Sub-Agent
are better than those without it. Because the sub-agents
cannot share the training process without ASS-Sub-
Agent and each sub-agent is trained for only 1/n of the
total epochs.
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Fig. 9. Comparison of the transferability between our method and baseline on three classes. The charts show the change of cumulative reward with
the training epoch. The orange lines represent the change of our method with transfer learning, and blue lines represent the change of baseline
with transfer learning. The solid lines represents the use of fixed greedy probability, and the dotted lines represent the use of incremental greedy

probability

Fig. 10. Qualitative results of the ablation study of ASS-Sub-Agent.
The first row shows the target images, the second row and the third
row show the mesh results of ours with and without ASS-Sub-Agent
separately.

Ablation study of hyperparameters. We refer to the
baseline to set the hyperparameters, which can also
ensure fairness. To verify the appropriateness of the
selected hyperparameters, we performed an ablation
study. As shown in the Table 6, we test the values that
are smaller and greater than the selected value respec-
tively and obtain relative results. It can be seen that
the results with other values are worse than the results
with selected values, indicating that the selected val-
ues of hyperparameters are reasonable. Specifically,
for the discounted factor v, when v = 0.5, the agent
is slightly short-sighted because too much attention is
given to immediate rewards. When v = 1, The cumula-
tive reward is too affected by uncertainties in the future,
which easily leads to nonconvergence. For the selection
of loop number, setting it to 10 can achieve relatively
high resolution. Setting the greedy probability € to 0.98
achieves a balance between exploration and exploita-
tion. As shown in the Fig. 11, when € = 1, the initial
results are poor because no exploration. The initial re-
sult is better when € = 0.5, but it is difficult to reach the
optimal result.

value=0.5
— value=0.98
— value=1.0

0.00

0 2‘5 5‘0 7‘5 160 léS
epoch

Fig. 11. The influence of the greedy probability. The charts show the
change of cumulative reward with the training epoch using different
probabilities.

5. Conclusion and future works

This paper aims to simplify the complex action space
in the RL-based 3D reconstruction method and improve
the transferability of the agent. The proposed HRLT3D
firstly adapted HRL into 3D reconstruction. Specifi-
cally, the action space is hierarchically divided into
which loop can be edited and how to edit the loop, and
they are determined by the top-agent and the related
sub-agent respectively. To promote the training effi-
ciency and transferability of sub-agent, we trained it
based on an augmented state space. The experimen-
tal results showed that the proposed HRLT3D signif-
icantly improved the reconstruction performance and
transferability.

However, the proposed method still has limitations
and needs more future works. The reconstruction reso-
lution is limited to the number of loops. For the future
works, we hope to reconstruct 3D shapes with higher
resolution (more loops). Considering the transferability
of the proposed method, it is possible and efficient to
transfer the agent trained in lower resolution data to the
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reconstruction of higher resolution. In addition, we will
extend our work with other advanced learning meth-
ods for fast learning, such as parallel computing [83],
neural dynamic classification algorithm [84], dynamic
ensemble learning algorithm [85], finite element ma-
chine [86], and contrastive learning [87,88]. Moreover,
since the actions defined in this paper can be executed
by CAD software, the CAD software can be used as an
environment to interact with agents. However, the type
of action is defined only as the movement of vertices,
which cannot satisfy the real needs of CAD software.
In the future, more action types could be added to allow
richer operations. Finally, for the datasets, other classic
3D datasets [89,90] that contain 2D images and corre-
sponding 3D shapes can be utilized. We anticipate that
our work could be extended to a wider range of datasets
in the future.
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