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An OER on digital historical research on European
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In this article, we introduce an Open Education Resource (OER) on digital historical research with
historical newspapers,! intended to give students the means to understand the induced risks in working
with large collections of digitised documents, as well as the keys to benefit from the advances of natural
language processing over large multilingual collections of European historical newspapers. This resource
exploits results of the NewsEye Horizon 2020 research and innovation project. It is part of a set of 7 OERs
developed and shared within the Erasmus+ project Digital Methods Platform for Arts and Humanities
(DiMPAH).
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1. Introduction

Newspapers have been gathering information on cultural, political, and social
events in a more comprehensive manner compared to other public records since the
17" century. They have documented billions of events, stories, and personal names
every day, spanning across various languages and countries.’

In this article, we introduce an Open Education Resource (OER) intended to help
digital humanities students and scholars to learn about the way large collections of
digitised documents are automatically processed with natural language processing
methods. This way, we aim to provide them with the ability to develop a good under-
standing of the opportunities, risks and limits that exploiting such collections implies.
The OER is focused on historical newspapers, as they form a very good use case of
documents that are numerous, and in very heterogeneous states of conservation.

In this section, we provide context on the analysis of historical, and the recent
advances allowed by projects such as the recent Horizon 2020 NewsEye project’
(Doucet et al., 2020). Section 2 describes the OER developed in this context, with
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further details on its theoretical background in Section 3. Examples of what can be
achieved with such tools are provided through digital humanities research use cases
in Section 4, before we conclude and reflect in Section 5.

1.1. Context: Newspapers as big data of the past

In many parts of the world and particularly in Europe, many efforts have been
made to make this endless source of information available to all. Many countries
have created digital libraries that make their collections available in digital form. In
the United States, for example, the Library of Congress provides access to its online
collection of historical newspapers, Chronicling America.* In France, the Bibliothéque
Nationale de France (BNF) and its digital library Gallica® and Retronews® offer this
service and provide access to over 5 million issues of newspapers and magazines. The
Austrian National Library offers in its digital library access to 1400 press titles and
more than 24 million pages through its dedicated newspaper platform ANNO.” New
content is added regularly by all major digital libraries.

The volume of data available is thus very large. To navigate through this data, the
websites of the major digital libraries offer search engines and filtering functions. It is
possible to consult precise newspaper titles, on well-defined chronological periods
or on the basis of keywords. These digital libraries also often offer the possibility to
export the results and to access the raw texts.

The digitization of historical newspapers is therefore a great asset for research and
for the digital humanities but the process that leads to the availability of text extracted
from historical newspapers is a very complex one that requires many processing steps.
At each stage of this process, scientific, methodological or technical problems may
arise. In most cases, one does not know what process the data has undergone and is
therefore faced with a “black box” problem, where automated outputs are difficult to
understand and explain.

In order to be able to analyze historical newspapers while guaranteeing reliable
results, it is essential to understand the nature of the processes undergone by the data
and their impact on your research. In a 2013 article whose conclusions remain valid,
Canadian historian Ian Milligan (2023), made the following observation:

“It all seems so orderly and comprehensive. Instead of firing up the microfilm
reader to navigate the Globe and Mail or the Toronto Star, one needs only to log
into online newspaper databases. A keyword search, for a particular event, person,
or cultural phenomenon, brings up a list of research findings. Previously impos-
sible research projects can now be attempted. This process has fundamentally

4https://chroniclingamerica.loc.gov/.
Shttp://gallica.bnf fr.
Shttp://www.retronews.fr.
7https://anno.onb.ac.at/.
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reshaped Canadian historical scholarship. We can see this in Canadian history
dissertations. In 1998, a year with 67 dissertations, the Toronto Star was cited 74
times. However it was cited 753 times in 2010, a year with 69 dissertations.”

The importance of newspapers as cultural heritage is thus irrefutable, but whilst
some progress has been made concerning the digitisation of newspapers, it is their
potential as data which opens up new possibilities for their exploration and analysis
using digital methods. However, to truly unleash this potential, critical hurdles need to
be passed, such as the masses of data that can cannot be grasped without automation,
and the alternative risk of automated processes that cannot be to interpreted or that
perform counterproductive operations on the collections. Unless these problems are
solved, very large digitised collections can be made available but will nonetheless
remain unpractical to access and analyse for digital humanities scholars and the
general public.

1.2. The NewsEye project

However, recent progress of dedicated projects such as NewsEye offer new ways not
only to read, but also for access and in-depth analysis of large collections of European
historical newspapers. NewsEye was a project funded by the European Commission
through the Horizon 2020 programme (grant number 770299), running from May
2018 to January 2022. While the project formally ended, its results continued to be
expanded upon, notably on its newspaper platform, the gateway where most of its
results are showcased (Jean-Caurant & Doucet, 2020).

This OER relies on the results of the NewsEye project, coordinated by La Rochelle
University and involving several universities (University of La Rochelle, University
of Helsinki, University of Innsbruck, University of Rostock, Université Paul-Valéry-
Montpellier and University of Vienna) and the national libraries of Austria, Finland
and France.

The key goal of the project was to develop tools and methods that would “change
the way European digital heritage data is (re)searched, accessed, used and analysed”.
It focused on 1.5 million pages from selected issues of historical newspapers in five
languages (Finnish, French, German, Swedish and English) from the late 19th to
the mid 20th century. The main objective was to develop a set of tools and methods
for the effective exploration and exploitation of newspaper collections by means of
new technologies and big data approaches. The project aimed “to improve the users’
capability to access, analyse and use the content contained in vast corpora of digitized
historical newspapers”.

NewsEye was a collaborative and interdisciplinary undertaking in digital humanities
(Oberbichler et al., 2022), in which computer science research groups developed tools
to analyse library collections in several languages, with the strong implication and
feedback of humanities scholars in several fields, working on different research use
cases on subcollections in different languages. The project functioned in a loop of
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feedback and improvement, using the diversity of the collections and humanities
research topics as confirmation that the approaches could be generalised to any other
language, discipline and research topic.

The main aim of NewsEye was to provide new and innovative tools and services
to improve the accessibility, exploration, and analysis of historical newspapers. This
was achieved by utilizing one of the biggest and most important digital collections of
cultural heritage in Europe. The project aimed to have a wide-reaching impact and be
used by a diverse range of users. The outcome of the project was a useful and cost-
effective toolbox and demonstrator platform for assisting users of all types, available
as open science through the project’s Github repository® while public datasets and
models were made available through Zenodo. The developed workflow was structured
into four main layers, each of which provides advanced tools and techniques for:

— Text Recognition (Michael et al., 2019) and Article Separation (Michael et al.,
2020), extracting the layout of newspapers (e.g. articles and graphical regions)
from digitized newspapers and transforming the content to textual format, pro-
viding full articles through automatic layout analysis, text recognition and article
separation.

— Semantic Text Enrichment, enhancing the utility of the newspaper collections
by enriching the texts with higher-level semantic annotation using named entity
recognition (NER) (Boros et al., 2022; Boros et al., 2020). Extracted named
entities were linked to external references (such as the Wikipedia) across lan-
guages (Pontes et al., 2022; Pontes et al., 2019), with the goal to provide support
for multilingual analysis and enable event detection through the discovery of
patterns in textual content.

— Dynamic Text Analysis, offering tools to utilize the enriched data for in-depth
analysis of user-selected newspaper content, facilitating interactive queries to
discover different viewpoints (Hamdi et al., 2021), sub-topics (Zosa & Granroth-
Wilding, 2019) or trends concerning the selected topic (Mutuvi et al., 2018; Zosa
et al., 2021), named entity, newspaper, timeframe or other category, so as to
provide insights into the newspaper collection in contextualized and comparative
manners.

— Intelligent analysis and reporting (‘“Personalized Research Assistant” (Pivo-
varova et al., 2020)), offering an “intelligent” interface to the data and other
tools, providing iterative analysis and reporting to the user in natural language.
Users can authorize the Assistant to investigate a specific topic, time window, or
newspaper on their behalf, and receive potentially interesting findings reported
back to them in natural language. The Assistant uses multilingual natural lan-
guage generation to produce textual descriptions of the results obtained by the
Investigator, enabling reporting in multiple languages (Leppanen & Toivonen,
2021). The findings are reported in a transparent manner, allowing users to
understand and verify them.

8https://github.com/NewsEye/.
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The NewsEye consortium further involved experts whose role was to ensure (i)
additional technical expertise in the above-mentioned aspects, (ii) access to and
enrichment of digitized newspapers, (iii) insight and experience in using historical
newspapers as a rich cultural heritage resource for the understanding of developments
in society, economy and politics, (iv) use cases with the aim to address important
humanities’ research desiderata and gain experience and feedback to guide iterative
development of the NewsEye demonstrator, and (v) strong dissemination and viable
paths towards wider adoption and sustainability of the developed tools. All the results
and outputs of the project are available on the project website, notably with data sets,
publications and source code inventoried under its “Open Science” tab.’

2. OER summary

This OER is developed within the DiMPAH project (Digital Methods Platform for
Arts and Humanities). DIMPAH is an Erasmus+ Strategic Partnerships for Higher
Education (KA203), aiming to aggregate, connect and make widely available novel
OERs on selected digital methods, apply these to interdisciplinary contexts and foster
novel creative learning experiences by taking data from the past into future stories.'”

Building on the NewsEye toolbox, platform and personal research assistant, this
OER serves as an introduction to document analysis and understanding in the context
of a historical document written in any language. This introduction focuses on high-
lighting the difficulties of using documents in a research context and the key points
that the researcher must consider.

In terms of document analysis, the topics covered are the background of digitisa-
tion and the conversion process from scans (pictures) into structured (in the case of
newspapers, mainly centred on articles) and interpretable contents (following optical
character recognition which converts pictures into text). In terms of document under-
standing, in the context of ‘noisy’ documents (imperfect article separation and text
recognition are unavoidable) that may be written in any language, the course covers
the subsequent challenges and methods for event detection and semantic enrichment.
One example is the extraction of named entities (persons, locations, organisations)
and connecting them to a cross-lingual resource such as Wikidata using named entity
linking and other text analytics techniques (like stance analysis, covered in another
DiMPAH OER titled “Text Analysis: Linguistic Meets Data Science”).

The main innovation of the OER is to specifically address the qualitative analysis
of historical documents, and provide keys to understanding how this is done and the
subsequent limits. The course is therefore tailored for students with a background in

Yhttps://www.newseye.eu/open-science/.
10https://Inu.se/en/research/research-projects/project-digital-methods-platform-for-arts-and-humani
ties/.
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humanities, who will be given sufficient information to be fully aware of the limits of
such methods. For example, since optical character recognition is imperfect, a search
engine keyword query will not necessarily provide all the matching documents since
keywords may be improperly recognised in a number of documents (Chiron et al.,
2017). We believe that it is essential for DH students to get a good understanding
of how the algorithms for document analysis function, in order to get an informed
understanding of their capacities and limits.

The first part of the course provides background information on document analysis
and understanding. In strong connection with other DIMPAH OERs (“Digital Methods
in the Humanities: An Interactive Exploration and Guide for Students” and “Text
Analysis: Linguistic Meets Data Science”), it will expand on the concrete use case of
the analysis of historical documents. Humanities students will be given the keys to
an informed understanding of the strengths and weaknesses of analysing historical
documents, in particular newspapers. The materials for this part of the course have
been developed from project start, in close collaboration with other OERs, so as to
guarantee the pedagogical continuity across the DIMPAH OERs. Indeed, the other two
mentioned OERs provide background on text analysis and digital methods in general,
while this one focuses on the specific practical application to historical newspapers.

The second part of the course is built on the NewsEye toolbox, platform and
personal research assistant. Two use cases (described in Section 4) are offered to
students:

— Covid-19 and Spanish flu: A study of media and political discourses and
— Women in Pants: A study of the emergence of new clothing style for women in
19th et 20th centuries.

The two case studies have been designed to explain the impact of document
processing steps on end-user research work. To demonstrate the most theoretical
aspects, each case study is also associated with operating examples in the form of
Jupyter Notebooks.

3. Theoretical content of the OER

The theoretical and technical works developed and presented in this OER are
plenty. It is important that this section is only an overview. We present in particular
details named entity recognition, one of the key tools of the OER.

3.1. Overview of document analysis and understanding

Document understanding (DU) refers to a system’s capability to automatically
process documents, encompassing technologies that can comprehend and extract
both text and meaning from diverse document types, which may include structured,
semi-structured, and unstructured formats.
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DU models receive documents as input and break down the pages of the documents
into relevant parts, such as regions that correspond to specific tables or properties,
typically utilizing optical character recognition (OCR) and some form of document
layout analysis. These techniques utilize this information to comprehend the overall
contents of the document, for instance, identifying that a particular bounding box or
region represents an address or a news article.

Some examples of DU topics we developed in the OER are the following research
tasks:

— Document Layout Analysis (DLA) is a module based on computer vision that
analyzes the layout of a document by segmenting each page into discrete content
regions. The purpose of this model is not only to differentiate between relevant
and irrelevant regions, but also to classify the type of content it identifies.

— Optical Character Recognition — The purpose of this step is to extract text from
images or PDF files by faithfully transcribing all written text present in the
document.

— Information extraction (IE) is the process of converting unstructured text into a
structured database, which contains selected information from the text. This step
is crucial in making the text’s information content usable for further processing.
These models typically use the results of OCR or document layout analysis to
understand and establish relationships between the information that is conveyed
in the document. Generally specialized for a specific domain and task, these
models provide the required structure to make a document machine-readable,
rendering it useful for document understanding.

— Document Semantic Enrichment (DSE) — This process uses the extracted data
from the previous step. These annotations are used to enrich the document
metadata and to provide new types of visualizations in an information retrieval
context.

3.2. Examples of document analysis and understanding tasks in the context of
historical newspapers

Optical Character Recognition, also called Automated Text Recognition (ATR)
is the task of automatically transcribing the textual contents contained in images. This
is a fundamental step in all digitization processes, as it provides the textual data to be
further processed by Natural Language Processing tasks.

As seen in Fig. 1, documents that have been processed through OCR contain
a significant number of errors, which are typically the result of the document’s
condition. This may be due to factors such as aging, inadequate storage conditions, or
the use of low-quality printing materials. These errors can significantly reduce the
efficiency of all downstream natural language processing tasks.

Moreover, in the specific case of digitized historical newspapers, a step related to
OCR is necessary to fully exploit the potential of the data.
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Fig. 1. A digitized crop from NY Herald and its OCRed version (including errors).
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Fig. 2. Example of an article separation output.

Article Separation (AS) refers to the process of identifying the sections of a
newspaper page that contain information relevant to a single article, which is a crucial
step for natural language processing applications in the information retrieval pipeline.
However, the AS task can be divided into two parts: block recognition and subsequent
clustering.

The accurate performance of this step plays a crucial role in our ability to query not
only entire newspaper pages, but also individual articles. This makes it considerably
easier to construct a corpus for further analysis. An example of Article Separation is
given in Fig. 2.

Semantic Text Enrichment involves analyzing documents and augmenting their
contents with semantic metadata. In the case of historical newspapers, this typically
involves focusing on named entities, which are proper nouns that refer to specific
entities such as people, organizations, locations, and dates. Some additional examples
of named entities are provided in Fig. 3.
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Named Entity
ORGANIZATION United Nations Organization, UNICEF, Microsoft
PERSON Novak Djokovic, Beyoncé, Scarlett Johansson

LOCATION Mount Everest, River Nile, Machu Picchu Archaeological Park

DATE 3rd April 1988, 7 June
TIME 8:45 A.M., one-thirty am
GPE France, Liechtenstein, Democratic Republic of Congo
MONEY 7 million dollars, 73.01 INR

Fig. 3. Examples of several types of named entities.

To be more specific, Semantic Text Enrichment aims to identify these entities
within documents, disambiguate them to a knowledge base, and associate them with
the stance in which they are mentioned.

Named Entity Recognition is one of the most important and most studied tasks
in NLP. It has many industrial and scientific applications. It can clearly facilitate
information retrieval in historical newspapers and is one the most important topic
developed in the OER.

Named entity recognition. Named entities are typically proper nouns that refer to
specific entities such as people, organizations, locations, dates, and so on. Let us use
the following example sentence: “Mount Everest is the tallest mountain above sea
level”. “Mount Everest” should be detected as a named entity of type location. Other
examples of named entities can be found in Fig. 3.

The definition of a named entity (NE) in a text is subjective and varies depending
on the desired information to be extracted. However, the most commonly used set
of named entity classes consists of three basic entity types: person (PER), location
(LOCQ), and organization (ORG). These three entity types are collectively referred
to as enamex, a term that originated from the MUC-6 competition (Grishman &
Sundheim, 1996).

In our context, NER is used for exploring historical documents Tools like NER
can be extremely valuable to researchers, historians, or librarians for adding structure
to the volumes of unstructured data and for improving access to the historical digitized
collections. For instance, by conducting a basic keyword search, historians can quickly
determine whether a collection has useful material for their research, which can save
them a considerable amount of time searching through archives and reviewing pages.
NER can identify person names and locations, which are frequently prominent in
news articles where people play a crucial role in the events reported. For example,
the EU’s digital platform for cultural heritage, Europeana,'! is using NER to make
historical newspapers searchable. The detection of entities can be considered as a first
step in the exploration of data collections. This task is of course useful for the analysis
of digitised historical newspapers, but is also crucial in many other cases, such as:

Hhttps://www.europeana.eu/.
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Classifying content for news providers

Automating customer support

Extracting valuable information from medical documents
Aiding risk assessment for financial institutions

Easing the research process

Text classification

Text classification is the process of categorizing text into pre-defined groups. By
using natural language processing, text classifiers can automatically analyse text and
then assign a set of given categories based on the research question. This automated
classification of text into predefined categories is an important method for managing
and processing a large number of newspaper clippings. This also applies to subcorpora
for a specific research topic. The aim of this task is to train a model using previously
created training/test corpus and to use this model to get an overview of the category
distribution throughout a collection. Another goal is to export categorized data for
further analysis. This makes it possible to examine, for example, the advertisement
about a specific topic.

Event extraction

Event extraction is a type of information extraction (IE) that involves extracting
specific information from texts about certain incidents. The task involves two sub-
tasks: event detection (ED) and event argument extraction. ED involves extracting
critical information, such as a keyword, a sentence, a phrase, or a text span that evokes
the event being discussed in the text. For instance, a news article could mention a
recent outbreak of an epidemic or the appointment of a new president. In such cases,
the events to be identified are typically denoted by the name of the epidemic or
the term “election.” Event argument extraction focuses on extracting more detailed
information about the event, such as the location, participants, and other related
details. Event extraction aims to answer the SW 1H questions (who did what, when,
where, why, and how), which can describe the presence of events in an article. For
instance, the location of the epidemic even, the name of the president or the country
of the election would need to be detected in event argument extraction.

Events are a natural structuring concept, as they tie together time, space, and
participants, making them an important consideration when dealing with historical
texts.

Stance detection

Stance detection is a subfield of natural language processing that aims to determine
whether the author of a piece of text is in favor of, against, or neutral towards a target
entity (such as a person or organization) mentioned or implied in the text.

In NewsEye, this task involves analyzing news articles to determine whether they
have a positive, negative, or neutral stance towards a named entity mentioned in
the article. However, there are challenges in accurately determining stance, such as
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correctly identifying named entities referred to by pronouns and dealing with errors
and inconsistencies (ATR) in historical texts caused by automated text recognition
and spelling differences. These factors can affect the performance of contemporary
polarity lexicons used to determine the sentiment of historical words.

4. Use cases

To practice the notions, methods and tools developed in the OER, we have chosen
to develop two case studies, the media and political discourse of the Spanish flu
pandemic on the one hand and the emergence of new clothing styles for women in the
19th and 20th centuries on the other. These two case studies allow us to experiment
with the notions of corpus creation, data validation, data visualization and corpus
analysis with different research objectives and methodologies. In both cases and at
each step of the research process, a critical perspective is proposed to the students on
the research of technical biases they may face.

4.1. Covid-19 and Spanish flu: A study of media and political discourses

During the Covid 19 pandemic, many people, politicians, journalists or commenta-
tors have compared this event to the Spanish flu epidemic that took place between
1918 and 1920. Although the political, social and sanitary contexts are quite different,
an analysis of the historical newspapers reveals surprising similarities between these
two events.

The analysis of digitized historical newspapers we propose highlights these sim-
ilarities between the two crises in terms of their political management and media
treatment. More specifically, the analysis and methodology proposed in the OER
allow students to observe, for example, the similarity of the debates on:

— the severity of the virus at the beginning of the epidemic

— the preventive measures recommended to the population to slow down the
development of the disease

— the proposed remedies (wearing a mask, medication, and so on).

To highlight these similarities, this case study draws on the different methods
studied in the OER. Before looking at media discourse, students must first construct a
consistent corpus of data and export it using the NewsEye platform or another digitized
historical newspapers digital library. Since one of the objectives of the OER is to
demonstrate methods that can be applied in all languages, the work on this case study
can be carried out in any European language, as long as the historical newspapers data
are available. Secondly, after data collection, it is necessary to measure the quality of
raw data and visualize its distribution over time. The objective of these two steps is
to make the students aware of the of the heavy research work involved in creating a
reliable corpus. Once the corpus is established, students will have the opportunity to
apply the different pre-processing steps (tokenization, stemming, POS tagging, etc.)
and analysis (N-grams, Topic Modelling) useful to the use case and developed in the
OER.
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4.2. Women in Pants: A study of the emergence of new clothing style for women in
19th et 20th centuries

Pants have been a symbol of masculinity since the late 18™ century and are con-
sidered the most significant gender marker in the Western world for the past two
centuries. Gender has been a crucial topic in Europe during the 19" and 20" cen-
turies. Although newspapers have contributed to reinforcing gender discrimination
and prejudices experienced by women, they have also played a crucial role in break-
ing down certain barriers. Women used newspapers to gain entry into literary and
journalistic circles, as well as to fight for their right to vote and dress as they please.
The OER proposes that learners study this theme in digitized newspapers and observe
the emergence of a new style of dress for women, its success and the criticism it has
generated.

Unlike the previous use case which is limited in time, the study of this subject
must be carried out over a long period of time. For France, as an example, we find
evidence of debates in historical newspapers between 1850 and 1945. The analysis
also implies different methodologies and tools. The development of the wearing of
pants for women is indeed linked to other social phenomena, such as the use of the
bicycle. It is therefore necessary to compare the data and master the data visualization
tools.

More specifically, the students working on this use case will thus be led to study
and reflect on the following issues:

— Refining a corpus by finding new keywords, in our case, going beyond the search
with only “woman” and “pants”

— Identify the context of use of these words, for example the use of the keyword
“bicycle” with the keyword “pants”, which informs us about the context in which
women wore pants

— Observe the evolution of the use of these keywords to determine when their use
is most intense in the sources.

This use case is also more strongly related to the country and the language of the
analyzed newspapers. The issue of the use case is therefore more about identification
of associated keywords. The students will thus find a different interest from the
previous use case, more focused on document discovery and corpus creation than on
information extraction and analysis methods.

5. Conclusion and future stories for Europe

This OER is intended to give students means to grasp large collections of historical
documents in any language, to discover how to use analysis tools to simplify their
tasks, and to find new ways to discover knowledge and develop research. The course
is also intended to circumvent the black-box effect that is often inherent to the
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automation of tasks in large collections, giving students the tools to better understand
what happens from input to output.

Historical newspapers are mirrors to the past, describing historical events with a
contemporary point of view. However, unlike current news, they are analysed and
manually annotated with hindsight, through the validation of historians. In principle,
this implies that the quality of this annotated data, provided for the training of artificial
intelligence systems, has stronger value than that based on contemporary data.

This also implies that the lessons of the past can be applied the present in a
systematic way, through the use of historical big data as a way to learn (also in the
sense of machine learning) what to do in the present. A typical application of this is
to support policy makers, by helping them for instance benefit from crises of the past
in order to manage crises of the present and anticipate those of the future.

In practice, the two use cases described in this OER do echo with contemporary
issues. Regular discussions emerge in different groups on how some of their members
should or should not dress. The current rhetoric of such public debate always shares
a lot with the one encountered with in the “women in pants”. Even more strikingly,
as the Covid-19 pandemic recently affected us all, the way the Covid-19 pandemic
was handled is incredibly similar to the way the Spanish flu was handled, over a
century earlier: initial dismissal of any danger, ridiculing the outlook of face masks
deemed useless, arguable miracle cures, promise that the post-pandemic society will
be radically better . .. Several popularising articles were published on this topic, in
English,12 in French,'® and in German.'*

These references from the NewsEye project are provided in three languages as
an illustration that all the approaches presented in this OER are applicable to any
language, and are already implemented in the platform in English, Finnish, French,
German, and Swedish. This is a critical element in truly raising awareness on European
cultural heritage.

Acknowledgments

This work was co-funded by the Erasmus+ Program of the European Union, project
Digital Methods Platform for Arts and Humanities (2020-1-SE01-KA203-0778789).
The European Commission’s support for the production of this publication does not
constitute an endorsement of the contents, which reflect the views only of the authors,
and the Commission cannot be held responsible for any use which may be made of
the information contained therein.

12https://www.newseye.eu/blog/news/spanish-flu-covid19/?no_cache=1&cHash=41d0c05bd 1aab345fc
210ab354e725b3.

13 https://theconversation.com/covid- 19-et-grippe-espagnole-quand-la-presse-du-xx-siecle-rappelle-
celle-de-2020-137035.

M https://www.newseye.eu/blog/news/epidemie-spanische-grippe/?no_cache=1&cHash=696111c9d3be
al58e54e3e82ab798bb7.
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