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Abstract.

BACKGROUND: Patients undergoing screening for early detection of cancer have serial biomarker measurements that are not
traditionally being incorporated into decision making when evaluating biomarkers.

OBJECTIVE: We discuss statistical learning algorithms that have the ability to learn from patient history to make personalized
decision rules to improve the early detection of cancer. These artificial intelligence algorithms are able to learn in real time from
data collected on the patient to identify changes in the patient that could signal asymptomatic cancer.

METHODS: We discuss the parametric empirical Bayes (PEB) algorithm for a single biomarker and a Bayesian screening
algorithm for multiple biomarkers.

RESULTS: We provide tools to implement these algorithms and discuss their clinical utility for the early detection of hepatocellular
carcinoma (HCC). The PEB algorithm is a robust, easily implemented algorithm for defining patient specific thresholds that can
improve the patient-level sensitivity of a biomarker in many settings, including HCC. The fully Bayesian algorithm, while more
complex, can accommodate multiple biomarkers and further improve the clinical utility of the algorithms.

CONCLUSIONS: These algorithms could be used in many clinical settings and we aim to guide the reader on how these
algorithms may improve the detection performance of their biomarkers.

Keywords: Statistical learning algorithms, cancer biomarkers, early detection, parametric empirical Bayes, Bayesian changepoint
models

1. Introduction pre-clinical phase and hence learn how to differentiate
between two types of patients at each cancer screening
visit. Those who have asymptomatic cancer, which will
be clinically diagnosed in the near future, compared to
those who will remain cancer free at their next screen-
ing visit. Most Al algorithms that have been published
to date have involved large databases in which an al-
gorithm, such as a convolutional neural network, was
used to learn the relevant information for predictions.
However, the term Al could also be used to refer to
more “traditional” statistical methods that in real time,

Artificial intelligence (AI) aims to create algorithms
that have the ability to learn from large amounts of data
and then used to make predictions about future states.
This idea can be very useful in the context of develop-
ing biomarkers for early detection of cancer. Our goal
is to understand the biomarker behavior in the early
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learn from updated patient-level biomarker data over
time to make new predictions about patient risk. These
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are the type of algorithms we will discuss here. There
are two statistical approaches that have gained the most
traction in early detection of cancer using longitudinal
biomarker trajectories.

The parametric empirical Bayes (PEB) algorithm
was first proposed by MclIntosh and Urban using se-
rial CA125 for ovarian cancer screening [1]. The PEB
algorithm for a single biomarker is an Al algorithm
in that instead of using the same biomarker threshold
for each patient at every screening visit, the algorithm
defines a patient specific threshold that updates at each
screening visit to take into account the screening history
of the patient. The threshold is a weighted average of
the mean biomarker level in the population (based on
a hierarchical model for the biomarker in cancer free
patients in the target screening population) and the pa-
tients average biomarker level to date. At each screen-
ing visit, the current biomarker level is compared to the
patient’s individualized threshold with the goal being
to detect changes in biomarker level that are significant
deviations for that patient in the context of their screen-
ing history. The distinctive Al features here are the per-
sonalized decision rule based on adaptive learning over
time as data accumulates.

Skates et al. have proposed a fully Bayesian ap-
proach for early detection of cancer using a single
biomarker, again in the context of ovarian cancer
screening with CA125 [2]. The fully Bayesian algo-
rithm uses the posterior risk of cancer to make screening
decisions at each visit. The posterior risk estimate is up-
dated at each screening visit to take into account the lon-
gitudinal trajectory of the biomarker to date. The poste-
rior risk is the ratio of two probabilities: probability the
patient has cancer, given the biomarker trajectory, and
the probability the patient remains cancer-free, given
the biomarker trajectory. This risk estimate can then be
used to make decisions about whether the patient has
undetected cancer and should undergo further clinical
work-up. The risk of ovarian cancer algorithm (ROCA)
is the only longitudinal biomarker algorithm that has
been studied prospectively [3,4], however the added
sensitivity provided by the algorithm when applied to
longitudinal CA125 measurements demonstrates that
this approach should be actively studied in other cancer
screening settings.

More recently, these algorithms have been general-
ized to allow for screening with multiple biomarkers.
It is unlikely that a single biomarker will have suffi-
cient utility for early detection given the heterogenous
nature of cancer and the risk settings from which it
arises. Therefore, algorithms that allow for screening

with multiple longitudinal biomarkers are necessary and
an area of active research interest for us. Tayob et al.
have proposed a generalized fully Bayesian screening
algorithm where the posterior risk estimate is condi-
tional on the longitudinal trajectory of multiple (poten-
tially correlated) biomarkers [5]. This generalization re-
quires additional algorithm complexity but increases the
potential utility in changing clinical practice to improve
early detection of cancer.

For aresearcher with a novel biomarker, or biomarker
panel, that has shown promise in early validation stud-
ies for differentiating clinically diagnosed cancer cases,
particularly early-stage cancers, from cancer free pa-
tients in Phase 2 studies using EDRN 5-Phase terminol-
ogy, the next step is often to study the biomarker(s) abil-
ity to detect pre-clinical disease, i.e. a Phase 3 study [6].
These evaluations require a longitudinal cohort study
with an associated biospecimen database where the
biomarker(s) can be retrospectively evaluated. When
there is a serial blood collection in the cohort a re-
searcher could ask the question, is it the absolute level
of the biomarker or the trajectory of the biomarker that
contains important information about cancer onset. If
it is the case that the trajectory has key information, a
biomarker algorithm that incorporates the longitudinal
history should be considered to gain additional sensi-
tivity for early detection. In this paper, we aim to guide
the researcher on how these algorithms could be used to
improve the detection performance of their biomarkers.

We start by reviewing longitudinal algorithms for
a single biomarker. We introduce an online tool that
we have created to assist in researchers in evaluating
the PEB algorithm when applied to their biomarker
of interest. We then discuss the longitudinal algorithm
for multiple biomarkers. For all these algorithms, we
discuss the properties of these algorithms that could
guide researchers to better understand their utility in
different contexts through both simulation studies and
real data analyses. In this paper, our data analyses have
focused on the early detection of hepatocellular carci-
noma (HCC) where we have been able to evaluate these
algorithms. In the discussion we review some other
settings where these algorithms could be studied.

2. Parametric empirical Bayes algorithm

A key advantage of the PEB algorithm for a single
biomarker is that it only requires specifying a model for
the biomarker trajectory in the cancer free target screen-
ing population. Longitudinal cohort studies typically



N. Tayob and Z. Feng / Personalized statistical learning algorithms to improve the early detection of cancer

201

© ~h=8 n=T n=6 B
. =g n=5 i
2o n=4 '
% n=3 |
E’ n=2.
§ © | :
0 o |
5 i
@ i
E ................................................................ TP PRRN
= i
w© i
Q. q— B '
8 o h
c |
2 |
o :
- 1
-g,’ I
=~y '
g3 :
o n-:*-O
d T T T
0.5 1.0 15

2.0

Between—subject variability/Within—subject variability

Fig. 1. Weighting of patient sample average in the personalized threshold defined by the parametric empirical Bayes algorithm. The weight is a
function of the number of prior screens (n) and the ratio of between-subject variability to within-subject variability. Weights lie between 0 and 1.

have a larger number of patients that are within the tar-
get screening population but remain cancer free for the
duration of the study. These are patients for whom we
have the most data to estimate the trajectory of a screen-
ing biomarker. We use a hierarchical model structure
to allow each patient to have its own mean biomarker
levels in the absence of cancer. This flexibility allows
our model to accommodate the biomarker heterogene-
ity we observe in the screening populations. Clinical
covariates could also be included at this stage as either
time-varying or time-invariant to explain the additional
heterogeneity we may observe in the biomarker levels
that are unrelated to the onset of cancer. The algorithm
will then identify significant deviations from expected
behavior to select patients that we suspect have asymp-
tomatic cancer and should receive additional follow-up
testing, which may lead to a cancer diagnosis.
Without loss of generality, we assume the biomarker
being evaluated increases with cancer onset. The meth-
ods can be easily adapted to biomarkers that decrease
with cancer onset. Suppose we have a patient who has
completed n prior screenings and is currently undergo-
ing their n + 1" screening visit. The biomarker levels
at the previous n screening visits provide information
on the patient’s unique biomarker trajectory when they
are under screening and assumed to be cancer-free. The
personalized threshold used in the PEB algorithm is the
upper bound of a confidence interval for the expected

biomarker levels at the n + 1" screening visit for that
specific patient. In other words, what is the highest level
of the biomarker we would expect to see, taking into
account the biomarker variability observed within the
patient, if the patient remains cancer free at the n + 1%
screening visit. If the biomarker levels at their n 4 1%
screening visit exceed this threshold then we would
call this a positive screen and recommend additional
follow-up evaluation to identify possible asymptomatic
cancer in the patient.

The estimate of the expected biomarker levels is a
weighted average of the population mean biomarker
levels in the cancer-free target screening population and
the sample average of prior n screening values, where
the weights sum to 1. In Fig. 1, we can visualize the
weight placed on the sample average of prior screening
values as a function of both the ratio of between-subject
variability to within-subject variability and the num-
ber of prior screens n. Note that a fixed decision rule
that uses the same biomarker threshold for all patients
and each screening visit is equivalent to placing zero
weight on the prior screening values and only using the
population mean biomarker levels. In Fig. 1 we observe
that the PEB approach is equivalent to a fixed threshold
decision rule when the patient has no prior screenings
(n = 0), with the weight given to the patient’s screen-
ing history being 0. As a patient accumulates screening
history n = 1, n = 2, ..., the PEB algorithm places
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more weight on that patient’s screening history. If the
between-subject variability is greater than the variabil-
ity observed within a patient (within-subject variability)
and the ratio of these is > 1, then the PEB algorithm
places more weight on the patient’s screening history
than the population mean. When the ratio is less than
1, then there is greater variability observed within a pa-
tient than what we observe between patients. In that set-
ting, more patient screening history is required before
the PEB algorithm places more weight on the patient’s
screening history than the population mean.

The PEB algorithm assumes that the biomarkers are
normally distributed but for continuous biomarkers, a
transformation is assured and since screening rules are
invariant to monotonic transformations, we don’t lose
generality based on this assumption. In practice the
methodology is robust to deviations from normality by
estimating the specificity without any distributional as-
sumptions. To demonstrate this, we conducted a simu-
lation study where we generated biomarkers from dif-
ferent distributions and compared the discriminatory
performance of the PEB algorithm and a fixed threshold
decision rule.

Standard definitions for sensitivity and specificity
in receiver operating characteristic (ROC) curves are
based on single time point evaluation of the biomarker.
In our setting, where we have serial screening eval-
uations in the cohort, we have modified these defini-
tions. We estimated the false positive rate (FPR) at
the screening level, defined as the proportion of posi-
tive results among all the screenings conducted in the
cancer-free patients within the cohort. This accounted
for all false positive results in the screening program.
The screening-level specificity was defined as 1-FPR.
We estimated the true positive rate or sensitivity at
the patient-level, defined as the proportion of cancer
cases with at least one positive screening during the
pre-diagnostic period.

Our simulation study assumed we have a cohort of
400 patients that have been followed for every 6 months
for up to 5 years, with 50 out of 400 patients devel-
oping cancer during follow-up. The biomarker is as-
sumed to be stable prior to cancer onset and thereafter
increases linearly but only in 50% of patients. For the
remainder, the biomarker is non-informative for can-
cer onset and remains stable even after onset of cancer.
The maximum preclinical duration was assumed to be
2 years and the average preclinical duration was set at
1 year. Additional details on the simulation study design
can be found in Tayob et al. (2017) [5]. We generated
500 cohort studies, evaluated the PEB algorithm within

each cohort and thereafter summarized the results ob-
served across the studies to obtain the mean patient-
level sensitivity and mean screening-level FPR. We con-
sidered three possible distributions for the biomarker:
(1) normal distribution, (2) uniform distribution and
(3) Weibull distribution. We applied the PEB algorithm
without any transformation and after a Box-Cox trans-
formation to the biomarker. In Fig. 2, we observe that
for both the uniform distribution that has no distinct
mode, or the Weibull distribution that has a heavy tail
on the right, the PEB algorithm has improved discrim-
inatory performance even without a transformation to
normality. The area under the ROC curve (AUC) for
the PEB algorithm is 0.87 when the biomarker is nor-
mally distributed and 0.86 for the uniform and Weibull
distributions. The AUC improves to 0.87 for both dis-
tributions after a Box-Cox transformation of the data.
Hence, the PEB algorithm is robust to the normality
assumptions used in the algorithm development.

Another advantage of the PEB algorithm is the abil-
ity to learn from prior false positive screening. Patients
with stable biomarker trajectories that are consistently
higher than average, are identified and no longer indi-
cated to have positive screening after a few false posi-
tives. A fixed threshold rule does not have this ability
to adapt and will continue to indicate positive screens
in patients with biomarker values that are persistently
higher than the fixed threshold value even when the
biomarker trajectories are stable. Each false positive re-
sult leads to further testing, which can be expensive and
may lead to complications and anxiety. The ability to
reduce the number of false positive results within each
patient is a direct advantage of a personalized decision
rule based on adaptive learning over time as patient
screening history accumulates.

2.1. Steps to implement the PEB algorithm

1. Consider if a transformation of the biomarker is
required.

a. Plot a histogram of the biomarker in patients
that have not developed cancer.

b. Compare to histogram of the transformed
biomarker (e.g. log transformation or a Box-
Cox transformation with tuning parameter es-
timated using only patients that have not de-
veloped cancer)

2. Using only patients that have not developed can-
cer, fit a random intercept mixed model. If clini-
cal covariates are being included, they can be in-
cluded at this stage as either time-varying or time-
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Fig. 2. Distribution of the biomarker in patients that remain cancer-free in the cohort (top row); mean receiver operating curves (ROC) for the
parametric empirical Bayes algorithm (PEB), applied to the biomarker without any transformation, and a fixed threshold decision rule (middle
row); ROC curve for the PEB algorithm after a Box-Cox transformation of the biomarker and a fixed threshold decision rule (bottom row). AUC:

area under the ROC curve.

invariant variables in the mixed model. Model es-
timation can be done in standard statistical soft-
ware (e.g. Ime in R, proc mixed in SAS).

. Three parameter estimates are then extracted from

this model. u: the population mean (intercept in
model), o2 within-subject variance (variance of
residual term in the model) and 72: between-
subject variance (variance of the random intercept
term in the model).

If Y;(n+1) is the (transformed) biomarker level

in the i patient at the (n + 1)"" timepoint, we

can center and rescale Y, 1), where n =0, 1,
2,3 .... This step reduces the complexity of the
calculations since the mean of Z(,, 1) is now 0.
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5. The PEB rule is then:
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Fig. 3. Parametric empirical Bayes (PEB) algorithm app (https://rconnect.dfci.harvard.edu/PEBalgorithm/).
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while the fixed threshold decision rule is:

Zitnt1) > q(fo)

6. q(fo)are the quantiles of the standard normal
distribution and can be varied between approxi-
mately —4 and 4 to construct the respective ROC
curves. fy is a parameter in the algorithm that
corresponds to the false positive rate in the target
screening population when the assumption of nor-
mality holds. When the assumption of normality
does not hold, then ¢ (fo) are still the quantiles
of the standard normal distribution but fj is no
longer the false positive rate. Instead, it is a pa-
rameter that must be estimated and fixed prior
to implementing the algorithm prospectively in
clinical practice. By using this approach, the PEB
algorithm is robust to the normality assumptions
used in the algorithm development.

While the steps of the algorithm are relatively simple
to implement for those with programming skills, to fur-
ther increase the utility of the PEB algorithm, we have
developed a web-based Shiny App that allows a user to
implement the PEB algorithm for their biomarker and
explore the performance of the algorithm in different
scenarios using simulations.

2.2. Shiny App for PEB algorithm

The PEB algorithm app (https://rconnect.dfci.harvard.

edu/PEBalgorithm/) allows a user to apply the PEB al-
gorithm to a biomarker and evaluate the improvement in

early detection performance when incorporating screen-
ing history compared to a single timepoint evaluation
of the biomarker. The landing page, shown in Fig. 3a,
includes guidelines on to use the app and an example
of the data structure required for input.

The PEB algorithm is applied in longitudinal cohort
datasets and therefore the input data requires both a
subject identifier (/D) and a measurement time of the
biomarker (¢). We require using time from baseline (t =
0) in years. The indicator D identifies patients that have
developed cancer (D = 1) by time d, from those that
remain cancer-free (D = 0) until the end of follow-up
d. Any biomarker measurements after cancer diagnosis
are removed from the analysis. The user is required to
make any necessary data transformations, e.g. log or
Box-Cox transformations, prior to submitting the data
for analysis.

Once the analysis dataset has been assembled, it can
be uploaded for analysis (Fig. 3b). The user then needs
to select an acceptable false positive rate. The accept-
able false positive rate is context specific. For exam-
ple, in HCC screening the target population are those
with cirrhosis of the liver that have annual incidences
of approximately 1-3% and the consequences of a pos-
itive screen would be additional imaging with com-
puted tomography (CT) or magnetic resonance imaging
(MRI) [7]. Therefore, in HCC we set an acceptable false
positive rate at 10%. Next, the user needs to define the
pre-diagnostic period that is of interest when estimat-
ing the patient-level sensitivity. In retrospective longi-
tudinal analyses, we likely do not have gold standard
diagnostic information at every screening visit. In the
context of HCC screening, the gold standard would be
imaging with CT or MRI. To evaluate the discrimina-
tory performance of the biomarker in this context, we
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advocate that only positive screening results that occur
within appropriate intervals prior to clinical diagnosis
should be considered true positive screening results.
Positive screening results that are very early, relative
to clinical diagnosis, are unlikely to result in follow-up
testing that leads to a diagnosis. The app also allows
the user the option of excluding screening tests that are
considered too close to clinical diagnosis to be of value
in the context of early detection. These are screening
results that are unlikely to introduce a stage shift for the
cancer diagnosed.

Lastly, the app allows a user to study the improve-
ments in early detection performance when incorporat-
ing screening history, compared to a fixed threshold de-
cision rule, of a hypothetical biomarker via a simulation
study (Fig. 3c). Here the user can generate data from a
hierarchical changepoint model described in Tayob et
al. [5] and then evaluate the improvement of the PEB
algorithm. The user can vary factors such as screening
interval, within- and between-patient variability, pre-
clinical duration, and biomarker slope after onset to
examine their effect on the PEB algorithm performance.

3. Multivariate fully Bayesian screening algorithm

While the PEB algorithm is a useful and robust al-
gorithm for incorporating patient history to obtain per-
sonalized, adaptive decision rules for screening, a key
disadvantage of the algorithm is that it can only be used
for a single biomarker. One approach to using the PEB
algorithm with a biomarker panel is to first define a
rule to combine the multiple biomarkers into a single
continuous score (e.g. using logistic regression or a Cox
proportional hazards model). The PEB can then be ap-
plied to the score with the assumption that the trajectory
of the score contains the key information about onset of
cancer. A weakness of this approach is that it assumes
the biomarkers in the panel have a fixed relationship
with each other that does not change over time and
does not incorporate any variability in the relationship
between the biomarkers in different patients.

We have developed a Bayesian model-based algo-
rithm that utilizes the patient trajectory of multiple
biomarkers to obtain a personalized screening decision
rule based on the posterior risk estimate [5]. When we
extended the algorithms to multiple biomarkers, we
could no longer restrict algorithm development to only
data from patients that have not developed cancer. In-
stead, we require a longitudinal training cohort, that
includes patients that have developed cancer during the

study and those that remain cancer-free, and therein we
estimate the parameters of a model that describes the
joint pre-clinical trajectory of the multiple biomarkers.

The personalized decision rule of the fully Bayesian
algorithm is based on the posterior risk estimate after
inputting the patient’s screening history to date on the
multiple biomarkers. The posterior risk of cancer is the
ratio of the probability that the patient has cancer know-
ing the biomarker trajectories that we have observed to
date, to the probability the patient remains cancer-free.
We use an application of Bayes rule to separate out this
risk ratio into the product of two probability ratios that
are easier to estimate. The first include the probabilities
of observing the biomarker trajectory for that patient
if a patient has cancer or if they remain cancer free,
and the second ratio is the risk of having cancer or re-
maining cancer free regardless of the biomarker trajec-
tories observed. We can represent this in mathematical
notation as follows:

Pr(Cancer|Biomarker trajectories)

Pr(No cancer|Biomarker trajectories)

Pr(Biomarker trajectories|Cancer)

~ Pr(Biomarker trajectories|No cancer)

" Pr (Cancer)
Pr (No Cancer)

The probabilities of observing the biomarker trajec-
tories if a patient has cancer or if they remain can-
cer free are estimated after specifying a model for the
biomarker trajectory in those that remain cancer free
and those that develop cancer. This demonstrates the
additional complexity over the PEB algorithm, which
only required a model for the biomarker trajectory in
those that remained cancer free, when we generalize to
multiple biomarkers in screening.

To maintain consistency, we assume the same model
structure for the biomarker trajectories in those that
remain cancer free. For each biomarker, we assume it
has a stable flat trajectory prior to the onset of can-
cer using a hierarchical model structure (Fig. 4a). In
those that develop cancer, we allow for two possible
biomarker trajectories after onset. The first is that an
individual biomarker is non-informative in that patient
and remains stable after onset of cancer until clinical di-
agnosis (Fig. 4b). The second possible trajectory is that
after onset of cancer, we observe a changepoint in the
biomarker trajectory and the biomarker starts increas-
ing linearly (Fig. 4c). Biomarkers that decrease after
onset can easily be accommodated in the framework of
the algorithm. Again, we assume a hierarchical model
structure for each biomarker with each patient having its
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a. Cancer-free trajectory

b. Non-informative biomarker
in cancer patient

c. Informative biomarker in
cancer patient

Fig. 4. Biomarker model structure assumed in the generalized fully Bayesian algorithm for screening with multiple biomarkers.

own mean biomarker level prior to onset, changepoint
time, and rate of change after onset of cancer.

We connect the multiple biomarkers through the pa-
rameters that indicate whether we observed a change-
point for each biomarker by specifying a Markov ran-
dom field (MRF) prior distribution on these parameters.
Whether or not we observe a changepoint is a key com-
ponent of identifying early onset of cancer and hence we
focused on that component of the joint model to connect
the biomarkers. The MRF prior assumes that the prob-
ability of observing a changepoint for any biomarker
depends on how many changepoints were observed for
other biomarkers in that patient. This allowed us to
borrow information across biomarkers and defined a
dependence structure helpful for detecting borderline
changepoints. Additional details of the model specified
in the fully Bayesian screening algorithm are included
in the supplementary files provided.

The fully Bayesian screening algorithm is flexible
and allows for biomarkers that are measured at different
intervals and accommodates missing data. The posterior
risk calculation used all the biomarker accumulated to
date on the patient to make an updated prediction of risk
of cancer. Also, by including model structure for the
biomarkers during the preclinical period, we incorpo-
rate additional prior knowledge of the biomarkers when
it’s available and increase the power of the algorithm to
detect changepoints in biomarker trajectory that signal
the onset of cancer. A disadvantage of the approach is
that we require a sufficiently large longitudinal train-
ing cohort to estimate the model parameters, especially
those related to the changepoints that occur during the
preclinical period. This can be a limitation for the appli-
cation of the algorithm for novel biomarkers in disease
settings where appropriate biospecimen repositories are
limited.

3.1. Steps to implement the multiple biomarker
screening algorithm

We are currently planning an update to the Shiny app
(Fig. 3) to implement the fully Bayesian algorithm, but
this is not a straightforward inclusion given the com-
plexity of the multiple biomarker screening algorithm.
At this time, researchers interested in implementing the
algorithm for their biomarker panel can use the R code
provided at https://github.com/ntayob/Multivariate-
Fully-Bayesian-Longitudinal-Biomarker-Screening-
Algorithm. The code provided allows the user to either
apply the algorithm and evaluate its performance in an
independent validation cohort or modify it as necessary
for those with a background in Bayesian model fitting.
We have provided example training and validation co-
horts for the user to experiment with as they are learning
to implement the algorithm.

A few key points, the fully Bayesian algorithm
has underlying distributional assumptions for the joint
biomarker model used. These need to be assessed for
validity prior to implementing the algorithm in the vali-
dation cohort. As with the PEB algorithm, a transforma-
tion of the data to approximate normality improves the
stability of the algorithm. The algorithm uses a Markov
chain Monte Carlo algorithm to estimate the model pa-
rameters. We have found that running two chains with
different starting points, removing the burn-in and thin-
ning the chains to reduce autocorrelation were neces-
sary. These steps have been implemented in the code
provided and the user can modify them as necessary. We
have also provided code to generate standard Bayesian
diagnostic tools, such as trace plots and the Gelman-
Rubin statistic to assess convergence of the chains.

The prior distributions specified for model parame-
ters related to the biomarker changepoint, such as the
MREF prior, require sensitivity analyses to ensure the re-
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sults of the algorithm are robust to the prior distribution
assumptions. These parameters are usually estimated
with the least amount of data and therefore rely more
on the model structure provided. It is important to un-
derstand how sensitive the conclusions of the algorithm
are to the choice of these parameters. In our analysis
we have found with cohorts of ~ 50 cancer patients,
the results are robust to these choices within reasonable
ranges.

4. Implementation of algorithms in the HALT-C
trial

The Hepatitis C Antiviral Long-term Treatment
against Cirrhosis (HALT-C) trial enrolled patients with
either active hepatitis and either cirrhosis or advanced
fibrosis at baseline [8]. The trial evaluated if long-term
low dose pegylated interferon was a safe, efficacious
treatment in preventing fibrosis progression and other
clinical outcomes, including HCC, and found no reduc-
tion in the incidence of HCC compared with no treat-
ment. Among the 427 patients with cirrhosis at baseline,
48 developed HCC during the follow-up period. We
excluded 18 patients that did not develop HCC but had
less than one year of follow-up to rule out undiagnosed
HCC. Among the 621 patients with advanced fibrosis
at baseline, 40 developed HCC during the follow-up
period and 23 patients did not develop HCC but had less
than one year of follow-up and were excluded. Patients
enrolled in the trial had extensive follow-up, which
makes this study a valuable resource for understand-
ing HCC screening using longitudinal biomarkers. The
median follow-up in the cohort was 76.4 months. We
have studied the performance of the algorithms in both
those with cirrhosis and advanced fibrosis at baseline
but since current guidelines recommend HCC screening
in those with cirrhosis [9], we discuss the performance
of the algorithms in those with cirrhosis at baseline
here.

Longitudinal algorithms are of great interest in HCC
screening for a few key reasons. The American Associ-
ation for the Study of Liver Diseases (AASLD) Guide-
lines recommend ultrasonography screening with or
without serum a-fetoprotein (AFP) every six months
in cirrhosis patients at high risk for HCC [9]. In the
US, the majority of liver ultrasounds are performed
by technicians at local hospitals, with variable quality
since ultrasound is operator dependent, not sensitive
in detecting early lesions and difficult to perform in
obese patients. In clinical practice, the sensitivity of
ultrasound for detecting early stage HCC is 32% [10].

Blood-based biomarkers are a promising tool for
more effective, widespread HCC screening. Des-
~ carboxy prothrombin (DCP) and lens culinaris
agglutinin-reactive alpha-fetoprotein (AFP-L3) are
serum biomarkers that have been evaluated in Phase-2
biomarker studies [11] and widely studied in combina-
tion with AFP via the GALAD algorithm, that includes
age and gender as well [12]. The longitudinal biomarker
trajectory contains important information that is not
currently being used in HCC screening. To date, most
studies evaluating AFP and other biomarkers, including
algorithms such as GALAD, have focused on compar-
ing current biomarker levels to a fixed threshold. An
HCC screening algorithm that combines current AFP
with age, ALT, platelets, and rate of change in AFP over
the last year via a six-month HCC risk prediction model
has improved sensitivity for detecting HCC versus cur-
rent AFP alone but insufficient performance since it
relies on AFP alone and does not include newer HCC
early detection biomarkers [13-16].

More recently, we have focused on applying the pro-
posed algorithms to AFP and DCP measurements in
the HALT-C trial and have demonstrated their potential
clinical utility [5,17]. Note that AFP-L3 was not eval-
uated in these analyses since the study included only
measurements from an older version of the assay that
differs from the FDA approved assay. Patients in the
HALT-C trial had AFP levels measured at a local lab-
oratory every three months during the first 42 months
post randomization and every six months thereafter in
the extended phase of the study. DCP was measured
after the completion of the trial within the biomarker
repository created that included specimens collected ev-
ery three months during the first 42 months of the study.
As noted earlier, at 10% FPR is considered acceptable
in HCC screening due to the high-risk target popula-
tion — reported specificity of AFP in clinical practice is
90%. [11]. We had previously reported that the patient-
level sensitivity of the PEB algorithm applied to AFP
was 77.1% at the 10% screening-level FPR, a signifi-
cant improvement over AFP at a fixed threshold whose
patient-level sensitivity at the 10% screening-level FPR
was 60.4% [17].

In Fig. 5, we explored the performance of the PEB
algorithm as we vary the maximum number of prior
screening values included. When we don’t include any
prior screenings, the PEB algorithm is equivalent to a
fixed threshold decision rule for AFP. With just a single
prior screening included, we observe an improvement in
the patient-level sensitivity comparable to if we set no
limits on the number of prior screening values. There-
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Fig. 5. Patient-level sensitivity corresponding to 10% screening-level false positive rate (and associated 95% bootstrap confidence intervals) for
varying number of prior screening results used in the parametric empirical Bayes algorithm applied to the patients with cirrhosis at baseline in the

HALT-C trial.

after, the estimates are stable for increasing the number
of prior screening results included. This is likely due to
the fact that in this cohort, the within-patient variance of
AFP is 0.19 while the between-patient variance is 0.85.
Therefore, of the total variance we observe in AFP,
within-patient variance is less than 20% and having ad-
ditional prior AFP screens after the first to estimate the
patient mean does not further improve the performance
of the PEB algorithm. In other settings this may not
be the case and the PEB algorithm is relatively simple
to implement when including all the prior screening
results when required.

We used 10-fold cross validation to compare the
fully Bayesian screening algorithm applied to AFP and
DCP jointly to the PEB algorithm applied to AFP or
DCP alone and a fixed threshold approach for each.
In Table 1, we observe that a joint screening approach
with the two biomarkers combined resulted in increased
patient-level sensitivity at 10% screening-level false
positive rate of 89.5% compared to the PEB algorithm
applied to either AFP or DCP alone (77.0% and 60.5%,
respectively) at any time prior to HCC diagnosis [5].
The PEB algorithm itself had improved patient-level
sensitivity compared to a decision rule based on a fixed
threshold for either biomarker with larger gains ob-

served for AFP compared to DCP. This is likely due
to the increased variability observed in DCP, where
the within-patient variance of DCP was 1.37 while the
between-patient variance is 0.71. Therefore, 66% of
the total variance we observe in DCP is within-patient
variance.

The improvement in patient-level sensitivity was di-
minished in the 1-year and 2-year intervals prior to clin-
ical diagnosis for HCC. It is not clear that this is a weak-
ness of the algorithm or specifically due to the HALT-C
study design wherein DCP was only measured in the
first 42 months post randomization and therefore we do
not have DCP measured at screening times leading up
to clinical diagnosis for all the patients diagnosed in the
extended phase of the study. While our fully Bayesian
algorithm is flexible enough to accommodate this type
of differential measurement of the biomarkers, it then
becomes difficult to determine if the lack of improve-
ment when adding longitudinal DCP to longitudinal
AFP during key windows is due to the algorithm itself
or insufficient data and further examination of these
algorithms in other cohorts is required to understand the
clinical utility of these multiple longitudinal biomarker
screening algorithms.
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Table 1
Cross-validated patient-level sensitivity at 10% screening-level false positive rate in the HALT-C trial for the
fully Bayesian algorithm applied to AFP and DCP, the parametric empirical Bayes algorithm applied to either
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AFP or DCP and a fixed threshold decision rule applied to either AFP or DCP

. . . Fully Bayesian  Parametric empirical Fixed
Time period Biomarker al};;orit);lm Bayes algorilt)hm threshold
Any time prior to clinical diagnosis  log(AFP) 89.5% 77.0% 60.4%

log(DCP + 1) 60.5% 56.2%
2-years prior to clinical diagnosis log(AFP) 60.5% 60.0% 50.0%
log(DCP + 1) 58.3% 56.2%
1-year prior to clinical diagnosis log(AFP) 59.5% 57.0% 46.8%
log(DCP + 1) 56.5% 50.0%

5. Discussion

The use of biomarkers for early detection of cancer is
an area of active research to improve patient outcomes
across multiple cancer types. In this paper, we discussed
longitudinal biomarker screening algorithms that could
be used to further improve the early detection perfor-
mance of these biomarkers by utilizing a personalized
decision rule based on adaptive learning as patient data
accumulates.

We have focused on the development of algorithms
for early detection of HCC using serum biomarkers
here, but these statistical learning algorithms are gener-
ally applicable across many different settings and these
algorithms could be used for different types of biomark-
ers. For example, in breast cancer screening patients
undergo biennial mammography for women aged 50 to
74 years( [18]. There has also been work done to quan-
tify the mammography images using radiomics features
extracted [19]. These radiomics features could be used
as biomarkers in a longitudinal algorithm to incorporate
patient screening history and identify changes in the
image that could signal onset of cancer.

The algorithms are not specific to the early detection
of cancer but can also be used for updating risk predic-
tion estimates, and for monitoring patients for cancer
recurrence. The key principle is that we are able to mea-
sure a biomarker (or biomarker panel) longitudinally
and significant deviation in the biomarker(s) signal a
change in patient health status that is of interest. While
the multiple biomarker algorithms do have greater com-
plexity compared to the single biomarker algorithms,
the incorporation of additional information to capture
disease heterogeneity is likely to produce the greatest
improvement in patient outcomes.
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