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Abstract. Hematocrit is a blood test that is defined as the volume percentage of red blood cells in the whole blood. It is one 
of the important indicators for clinical decision making and the most effective factor in glucose measurement using handheld 
devices. In this paper, a method for hematocrit estimation that is based upon the transduced current curve and the neural 
network is presented. The salient points of this method are that (1) the neural network is trained by the online sequential 
extreme learning machine (OS-ELM) in which the devices can be still trained with new samples during the using process and 
(2) the extended features are used to reduce the number of current points which can save the battery power of devices and 
speed up the measurement process. 
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1. Introduction 

Hematocrit (HCT) is expressed as packed cell volume (PCV) which is a very useful clinical factor in 
hemodialysis, surgical procedure, and anemia. It could be used to estimate transfusions and determine 
the extent of anemia [1-3]. In addition, it is also a factor which highly affects the accuracy of glucose 
measurements [4-6]. Hence, estimating the hematocrit also plays an important role to improve the 
glucose measurement accuracy. 

Hematocrit density is generally measured by centrifuging the blood in a capillary tube. With modern 
lab equipment, it can be measured indirectly by an automated analyzer in which hematocrit is 
calculated by multiplying the mean cell volume by the red blood cell count. Treo et al. proposed an 
approach for hematocrit estimation based on the dielectric spectroscopy, which is still complicated or 
requires special devices [7]. In our previous study, a neural network approach was developed for 
improving accuracy of the handheld glucose meters based on changing pattern of the transduced current 
curve [8]. 

The neural networks have been successfully applied to many fields including biology and medical 
data analysis [9-12]. Several network architectures have been proposed, however a single hidden layer 
feedforward neural network (SLFN) with the proper activation function of hidden layer can 
approximate any function and form the decision boundaries with arbitrary shapes. Traditionally, neural 
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networks could be trained by back-propagation (BP). This algorithm may have some obstacles such as 
slow convergence due to the improper learning rate, over-fitting or local minima. Although many 
researchers proposed several improvements to overcome the problems of BP algorithm [13, 14], up to 
now, training algorithms based upon the gradient descent approaches are still slow due to many 
iterative steps which are required in the training process. These problems may be overcome by an 
effective training algorithm which is called as extreme learning machine (ELM) proposed by Huang et 
al. [15, 16]. This algorithm can offer good performance with high learning speed in many applications. 

Besides batch learning algorithms, the online sequential learning algorithms have shown their 
usefulness in applications where the full training set is not available or the memory costs are expensive. 
In addition, the network weights are updated corresponding to the new training data only. In this paper, 
an approach for estimating hematocrit which uses the neural network is proposed. Unlike previous 
studies [8], the network is trained by the online sequential extreme learning machine (OS-ELM) which 
is one of the effective sequential learning algorithms based on ELM [17]. Values of input features for 
the neural network are sampled from the transduced anodic current curves and the desired output values 
are obtained from the hospital analysis system. The extended features are also used to reduce the 
number of current points which can save the battery power of devices and speed up the measurement 
process. The rest of this paper is organized as follow. The online sequential extreme learning machine is 
reviewed in Section 2. The proposed approach for estimating hematocrit is presented in Section 3. 
Section 4 shows the experimental results and analysis. Finally, the conclusion is in Section 5.  

2. Online sequential extreme learning machine 

The neural networks are powerful in biology and medial data analysis. Several neural network 
architectures have been developed. However, it was shown that the SLFN can approximate any 
function if the activation function of hidden units and the number of hidden units are chosen properly. 
Therefore, in this study we focus on the SLFN. A typical architecture of the SLFN includes an input 
layer, an output layer, and a hidden layer which is between the input and output layer. The input layer 
collects information presented from surroundings and the output layer generates a response to a given 
input. For an input pattern x, the SLFN with the activation of �(�) in the hidden layer can be 
mathematically modeled as: 
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where o is the output vector, wk is the weight vector connecting from the input units to the k-th hidden 
unit, bk is its bias, and ak is the weight vector connecting from the k-th hidden unit to the output units. 

An important operation in neural networks is training which tries to determine the network weights to 
optimize a predefined criterion. One of the most popular criteria is to minimize the error function 
defined by  
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where n is the number of training patterns, di=[di1  di2 … diC]T is the desired output vector corresponding 
to the i-th input pattern xi=[xi1 xi2 … xiN]T. Traditionally, determining w’s, a’s, and b’s can be performed 
by using the gradient-descent methods. One of the popular algorithms based on the gradient descent for 
training neural networks is back-propagation (BP). This algorithm may have problems such as learning 
rate, epochs, local minima, overtraining, etc. Several improvements have been proposed for BP 
algorithm. However, up to now it is still slow because it requires several iterative steps during the 
training process. These problems have been overcome by an algorithm called as extreme learning 
machine (ELM) which was proposed by Huang et al. [15, 16]. The ELM algorithm is applied for 
training SLFNs. It relies on a linear model given by 
 

��=D,  (3) 
 
where � is the hidden layer output matrix of SLFN and defined by [16]: 
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D= [d1 d2 … dn]T,  (5) 
 
and 
 

�=[a1 a2 … aC].  (6) 
 
In ELM, the biases and input weights are randomly assigned, and the output weights are determined 

by 
 

†ˆ =� � D , (7) 
 
where �† is the pseudo-inverse of �. Several improvements of ELM have also been developed by 
researchers [18, 19]. They can obtain good performance with high learning speed in many applications. 

When the memory cost is expensive or when the training set is very large, the online training 
algorithms are preferred. An online training algorithm for SLFNs called as online sequential extreme 
learning machine (OS-ELM) was proposed by Liang et al. [17]. This algorithm is based on the ELM in 
which the input weights and hidden layer biases are assigned by the random values, the output weights 
are updated by non-iterative steps corresponding to an arrived training subset. In summary, the OS-
ELM algorithm can be described as follows: 

(1) Initialization: 
For an initial training set S0={(xi, di) | i=1,…, n0}: 
- Assign the random values for input weights (wk) and biases (bk). 
- Determine the hidden output matrix �0= [h1 h2 … hn0]T, where hi=[�(w1�xi+b1) �(w2�xi+b2) … 

�(wK�xi+bK)]T. 
-  Calculate �0 as 

 
�0= 1

0 0 0
T−L � D , (8) 

H.T. Huynh et al. / Hematocrit estimation using online sequential extreme learning machine S2027



where 0 0 0
T=L � � , and  D0= [d1 d2  … dn0]T 

(2) Updating weights 
For an arrived training set Sm={(xi, di) | i=� �� � ���	�
� ,…, � ����
� }: 
- Calculate the hidden output matrix 1 1
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- Update the output weights �m by 
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3. Hematocrit estimation 

3.1. Hematocrit estimation using the transduced current curve 

In this study, the hematocrit estimation is performed by using SLFNs with the input features from the 
transduced anodic current curve. This current curve is generated by the chemical reaction between the 
glucose and enzyme during the glucose measurement process. In the electrochemical systems, the 
popular enzyme which is used in biosensors to detect the glucose levels is the glucose oxidase (GOD). 
It is utilized to catalyze the oxidation of glucose to produce gluconic acid and hydrogen peroxide. Its 
reduced form is oxidized to the original state by an electron mediator (ferrocence). The reduced 
mediator is then oxidized by the active electrode to release electrons. These electrons move between 
two electrodes to produce a transduced anodic current.  

It has shown that the first eight seconds may be the incubation time which does not contain the 
hematocrit information. Hence, in our study, we address on the second part of the current curve during 
the next six seconds. In the next six seconds, the anodic current curve is sampled to produce current 
points. Let xi=[xi1, xi2,  …, xiN] be a vector of current points corresponding to the i-th current curve. In 
this study, the sampling frequency is 10Hz, so the number of current points is 59 (N=59). This vector of 
current points is used as the input features for estimating the hematocrit by using the neural network 
(SLFN). The neural network is trained by the online sequential learning algorithm. 

3.2. Hematocrit estimation using the extended features 

In order to reduce the number of sampled points which can reduce energy consumption and speed up 
the measurement time, we propose to use the additional features which can approximate the current 
trend. It is most likely that the current points are an exponential function of time. So they can be 
modeled by 

 

t tx p= βα , t=1, 2,… N, (11) 
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where N is the number of sampled points on the current curve, pt is the t-th time point, � and � are 
parameters which must be calculated. In order to simplify the calculation of these parameters, the model 
can be transferred to a linear one. We proceed by taking logarithm on both sides of Eq.11 to give 
 

log(xt)=log(�)+�log(pt), t=1, 2, …, N. (12) 
 
Let �1=log(�) and �2=�, Eq. 12 can be rewritten as 
 

log(xt)= �1+ �2log(pt), t=1, 2, …, N. (13) 
 
In the matrix form, the linear model is given by 
 

X=P�, (14) 
 
where 

 X=[log(x1), log(x2), …, log(xN)]T, 

 �=[�1 �2]T 
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The least mean square solution for � in the linear model (14) is given by 
 

Ω
�

=(PTP)-1PTX. (15) 
 
Finally, the parameters � and � are determined by �=exp(�1) and � = �2. Thus, the parameters can 

be determined easily from the sampled points of the current curve by using the approximated model. 
These parameters can be considered as the extended features. They and the sampled points are used as 
the input features to estimate the hematocrit using the neural network which is trained by the online 
sequential learning algorithm. 

4. Results and discussions 

As done in our previous studies [8], our dataset consists of 199 blood samples which are from the 
randomly selected volunteers. Every sample is separated into two parts, the first part is used to 
determine the anodic current curve, and the second part is used to determine the accurate hematocrit by 
using the centrifugation method. In the second period which is after the incubation time, the current 
curve is sampled at a frequency of 10Hz to generate fifty-nine current points. In the first approach, 
these fifty-nine current points are used as input features for SLFN to estimate the hematocrit values. In 
the second approach, we have used a subset of current points (47 in our experiments) to determine two 
extended features. These two extended features and the selected subset of current points are used as 
input features for SLFN which can reduce the number of sampled points and save the battery 
consumption. The hematocrit values collected from centrifugation method have the mean of 36.02 and  
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Table 1  
Comparison with reference hematocrit measurements using centrifugation (whole current curve) 

Technique Method Training Testing 
RMSE Std RMSE Std 

Randomly selecting 
the training and 

testing sets 

ELM (offline) 3.70 0.42 4.69 0.50

OS-ELM (online) 3.69 0.25 4.37 0.37

10-fold cross 
validation 

ELM (offline) 3.78 0.22 4.40 0.46

OS-ELM (online) 3.72 0.36 4.28 0.30

 
the deviation of 6.39. 

The dataset was divided into two subsets, training and testing. Two validation techniques are used; (1) 
the forty percent of the sample dataset which is selected randomly is used for training and the remaining 
sixty percent is used for testing, and (2) 10-fold cross validation. The input features are normalized into 
range [0, 1]. The neural networks are trained by the offline ELM algorithm and online sequential 
extreme learning machine (OS-ELM). The number of hidden units was 12 for both ELM and OS-ELM.  

The average results of fifty trials with the input features of the whole current curve are shown in 
Table 1. The root mean square error (RMSE) is defined by 
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	  (16) 

 
where oi is the estimated value and ri is the reference value which is obtained from the centrifugation 
method. 

From the Table 1 we can see that the accuracy of online training method corresponding to the testing 
sets is 4.37 and 4.28 for two validation techniques, these results are compatible to those of the offline 
training method for the same number of hidden nodes. Note that, for the online training method, the 
devices can be still trained with new samples during the using process which can expect to improve the 
performance further. 

Table 2 shows the results for hematocrit estimation using the reduced number of current points. We 
have used 47 current points (instead of 59 points) and two additional features � and �. From the Table  

 
Table 2 

Comparison with reference hematocrit measurements using centrifugation (the reduced number of current points) 

Technique Method Training Testing 
RMSE Std RMSE Std 

Randomly selecting the 
training and testing sets 

ELM (offline) 3.45 0.26 4.11 0.49 

OS-ELM (online) 3.37 0.21 4.01 0.25 

10-fold cross validation 
ELM (offline) 3.51 0.27 4.38 0.60 

OS-ELM (online) 3.42 0.25 4.18 0.34 
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2 we can see that the accuracy of online training method is also compatible to those of the offline 
training method. The accuracy of the testing sets is 4.01 and 4.18 for the random selection of subsets 
and 10-fold cross validation, respectively. These results are compatible to those corresponding to using 
the whole current curve. 

When the number of current points is reduced, the number of sampling times is reduced which can 
save the battery power on handheld devices. Moreover, reducing the last current points is expected to 
speed up the measurement process. 

We have also experimented with another popular machine-learning approach that is support vector 
machine (SVM). In comparison with SVM, the proposed method can obtain better performance than 
SVM that has reported the RMSE of 3.74 and 4.50 for training and testing set, respectively.  

5. Conclusion 

The hematocrit is an important factor and significantly affects the accuracy of glucose measurement. 
Estimating hematocrit levels plays a crucial role to improve the accuracy of glucose measurement that 
uses portable devices. In this paper, we proposed an approach which applies the single-hidden layer 
feedforward neural network to estimate the hematocrit. The input features are obtained from the current 
curves; these curves are generated during chemical reaction of glucose oxidase in the electrochemical 
biosensors. The salient points of this method are that (1) the network is trained by the online sequential 
method based on extreme learning machine which can obtain good performance with high learning 
speed and (2) the extended features are used to reduce the number of current points which can save the 
battery power of devices and speed up the measurement process. The results of study in this paper can 
also be utilized to reduce the effects of hematocrit in glucose measurement which can enhance its 
accuracy. 
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