
Predicting a DNA-binding protein using 
random forest with multiple mathematical 
features 
Changge Guana, Xiaohui Niub, Feng Shic, Kun Yanga and Nana Lic,* 
aCollege of Life Science and Technology, Huazhong Agricultural University, Wuhan, 430070, P.R. of 
China 
bCollege of Informatics, Huazhong Agricultural University, Wuhan,430070, P.R. of China 
cCollege of Science, Huazhong Agricultural University, Wuhan, 430070, P.R. of China 

Abstract. DNA-binding proteins are involved and play a crucial role in a lot of important biological processes. Hence, the 
identification of the DNA-binding proteins is a challenging and significant problem. In order to reveal the intrinsic 
information correlated to DNA-binding, nine classes of candidate features based on different mathematical fields are applied 
to construct the prediction model with random forest. They are fractal dimension, conjoint triad feature, Hilbert-Huang 
Transformation, amino acid composition, dipeptide composition, chaos game representation, and the corresponding 
information entropies. These mathematical expressions are evaluated with 5-fold cross validation test. The results of 
numerical simulations show that the mathematical features consisted of amino acid composition, fractal dimension and 
information entropies of amino acid and chaos game representation achieve the best performance. Its accuracy is 0.8157, and 
Matthew's correlation coefficient (MCC) achieves 0.5968 on the benchmark dataset from DNA-Prot. By analyzing the 
components of top combination of the nine candidate features, the concepts of fractal dimension and information entropy are 
the effective and vital features, which can provide complementary sequence-order information on the basis of amino acid 
composition. 
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1. Introduction 

DNA-binding proteins are the most important protein families that possess the specific affinity with 
corresponding DNA strands [1]. DNA-binding proteins take part in a lot of vitally requisite biological 
processes. As previous research goes, in recognition of specific nucleotide sequences, transcription 
regulation, gene expression and gene repair, DNA-binding proteins play a very crucial role [2]. Due to 
the importance of DNA-binding proteins, identifying these proteins can provide a significant cue to 
further understand biological function. At present, there are several specific experimental techniques 
(including filer binding assays, X-ray crystallography, genetic analysis and so forth) [3]. Although 
experimental techniques can distinctly demonstrate the binding pattern, these experimental techniques 
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face two bottlenecks. On the one hand it is expensive and time consuming in the application. On the 
other hand, there are about 6-7% genes which can encode DNA-binding proteins according to 
inference. Facing the avalanche of the DNA-binding proteins, it is thirsted for developing the effective 
and rapid method to identify DNA-binding proteins.  

With the rapid development of bioinformatics, there are many successful computational methods to 
predicting DNA-binding proteins. The tertiary structure was employed to predict DNA-binding 
proteins in the early attempts [4-8]. However, lack of detailed structural information restricts the 
generalization of this kind of methods. All of these current situations motivate the development of the 
computational method to predict DNA-binding proteins based on protein primary sequence 
information [9-24]. 

Among the methods based on protein primary sequence information, Bhardwaj, et al. set up the 
Support vector machine (SVM)-based prediction model with three feature classes (including overall 
charge, electrostatic patch, amino acid composition) [9]. Kumar, et al. had developed the SVM-based 
approach to identify the DNA-binding proteins with the evolutionary information as the mathematical 
expression. Polysaccharide Storage Myopathy (PSSM) was employed in this paper [10]. Kumar, et al. 
combined several classes of features, such as amino acid composition, peptide composition, physic 
chemical property and PSSM, to contrast the classifier with random forest [15]. Lin, et al. developed 
an effective and rapid predictor to distinguish the DNA-binding and non DNA-binding proteins using 
random forest as classifier and feature extraction with grey model [18]. It is worthy to mention that all 
of these progresses have proved that the primary sequence information hides the cue to predict and 
understand DNA-binding proteins. Furthermore the sequence-based prediction models are rapid and 
effective methods with satisfied performance.  

As everyone knows, feature extraction is a very important step to construct the prediction model. 
Feature extraction aims to use various mathematical methods to extract mathematical expression from 
protein sequences. Different feature extraction can lead to widely divergent performance. In this paper, 
several classes of features are extracted from primary sequence of proteins. Through a great deal of 
numerical experiments, the important features have been selected, and the optimal model has achieved 
the satisfactory performance. 

2. Material and methods 

2.1. Benchmark dataset 

In order to evaluate the effectiveness of this method, one benchmark dataset was selected from a 
previous study [15]. This dataset consists of a non-redundant training set and three test dataset with 
different scales. This dataset can be downloaded from the link: 
http://www3.ntu.edu.sg/home/EPNSugan/index_fles/dnaprot.htm. 

2.2. Feature extraction 

Feature extraction is important for a helpful predictor. The suitable features can truly reflect their 
intrinsic correlation with the target to be predicted. In order to extract comprehensive information 
from the primary sequence of a protein, nine classes of features were extracted. They are Amino Acid 
Composition (AAC), Chaos Game Representation (CGR), Fractal Dimension, Dipeptide composition, 
Information Entropy of CGR (En_CGR), Information Entropy of AAC (En_AAC), Information 
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Entropy of dipeptide composition (En_dipeptide), Conjoint Triad Feature (CTF) and Hilbert Huang 
Transformation (HHT). Among them, AAC is widely used in the prediction of protein function. 
Through the small scale of pre-experiment, its importance for DNA-binding protein prediction was 
proved. Hence, AAC served as a necessary feature in this paper. The detailed introduction of these 
features is shown as follows. 

2.2.1. Chaos game representation (CGR) 
Chaos Game Representation (CGR) is an iterative mapping technique. Following this iterative rule, 

a given sequence can be transformed into a picture. This CGR technique was firstly proposed to study 
DNA sequence by Jeffrey in 1990 [25]. Then, it was generalized to study protein sequence by Basu, et 
al. [26]. Basu clustered 20 native amino acids into 12 groups, which stand for 12 vertexes of 12-sided 
regular polygon, based on conservative substitutions. Subsequently the CGR graph can be divided by 
grid lines. The occurrence frequency of each grid is calculated as Chaos Game Representation.  

2.2.2. Fractal dimension (FD) 
Fractal Dimension was proposed by Mandelbrot [27]. It is a quantitative descriptor to measure the 

complexity of geometric objects which should satisfy three important properties of the fractal 
geometry. However, fractal objects always have non-integer fractal dimension. There are many 
methods used to estimate the fractal dimension. Here box-counting dimension was adopted to 
represent protein sequence [28].  

2.2.3. Three information entropies 
� Information Entropy 
Information Entropy was firstly introduced by Claude E. Shannon [29]. It is one of the two 

fundamental concepts in the information theory. Information Entropy stands for the expected value of 
the information contained in a message. From a statistical view, a 'message' can be perceived as a 
specific realization of the random variable. In this paper, the information entropy was deemed as a 
measure of the uncertainty for a specific distribution. It has previously been applied to predict the 
protein solubility [29]. 
� Information Entropy of AAC 
Information entropy can measure the uncertainty of a given distribution. The distribution is the 

normalized occurrence frequencies in the primary sequence of a given protein.  
� Information Entropy of Dipeptide Composition 
As mentioned above, the distribution is the normalization of the occurrence frequencies of dipeptide 

in the primary sequence. 
� Information Entropy of CGR 
The frequencies of all the grid in the chaos game representation is considered as a given distribution 

of a random variable.  

2.2.4. Conjoint triad feature 
The conjoint triad feature (CTF) representation is extracted from the primary sequence of a specific 

protein [30]. Firstly, the 20 native amino acids were clustered into 7 groups based on their dipole 
moments and the volume of their side chains. Then, each protein sequence can be represented by the 
7-letter reduced alphabet. Thus, each component of CTF corresponds to the normalized occurrence 
frequency of the corresponding 3-mer in the sequence. That is to say that each protein sequence is 
represented by a 343 (7 × 7 × 7) dimensional vector. 
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2.2.5. Hilbert Huang transformation 
Hilbert Huang Transformation (HHT) is indeed a rigorous and robust method for analyzing data 

from nonlinear and no stationary processes [31]. For its entirely empirical way, it cannot be limited by 
the uncertainty principle. Following this method, nonlinear and no stationary data can be mapped into 
time-frequency-energy space for feature extraction. 

According to Hilbert Huang Transformation, the primary sequence is encoded with a 
hydrophobicity index [32]. Secondly, it is decomposed through empirical mode decomposition (EMD) 
process. The primary sequence is transformed into finite number of intrinsic mode functions (IMFs). 
Thirdly, the energy value is derived as the sum of the squares of IMFs. Finally, the mathematical 
expression of energy ratio is calculated. The 2th and 3th energy ratios (IMF2, IMF3) are retained. The 
first IMF just reflects the random error and the last one is just the trend of the processes, therefore both 
of them are excluded. 

2.3. Random forest 

Random Forest (RF) has been proposed by L. Breiman in 2001 [33]. It has been adopted in various 
scientific research fields, because of its outstanding prediction performance, especially in 
bioinformatics. Random Forest is an ensemble machine learning method based on a decision tree. Its 
basic idea is that the prediction result is voted by a certain number of decision trees. Each tree is 
independently constructed with a bootstrap sample of the training set. The random forest MATLAB 
toolbox which was applied in this research paper is available at 
http://code.google.com/p/randomforest-matlab/. 

2.4. Performance evaluation 

As is well-known, the following two methods are the most general and objective way to evaluate the 
effectiveness of a predictor: K-fold cross-validation and jackknife test. In this research, 5-fold cross 
validation and jackknife test were applied. In the cross validation test, the performance of the 
prediction method was usually measured by sensitivity (SE), specificity (SP), accuracy (ACC) and the 
Matthew's Correlation Coefficient (MCC) value. 

3. Results 

3.1. Comparison with DNA_prot 

As mentioned in the former section, there are nine kinds of candidate features. Each given protein 
sequence can be converted into nine kinds of candidate features, i.e., AAC, CGR FD, Dipeptide, 
En_AAC, En_CGR,En_dipeptide, CTF and HHT.  

In order to find the optimal combination of candidate features, a 5-fold cross validation test was 
adopted. The in-depth numerical experiments were executed based on the following procedure. Firstly, 
the preliminary numerical experiments are carried out for reducing the computation complexity. The 
combinations of nine features were randomly picked out to assess. The result of preliminary 
experiments shows that AAC was an important feature to identify the DNA-binding protein. So AAC 
was regarded as the required feature of the input vector. This trick cuts down the amount of calculation 
in half. Then, each combination of the candidate features was evaluated with the 5-fold cross  
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Table 1 

Results of Comparison with DNA-Prot 

Dataset DNA-Prot Our method 

ACC MCC ACC MCC 
Training Dataset 0.8031 - 0.8157 0.5968 
Test Dataset 0.8437 0.7000 0.8646 0.7503 
Independent dataset1 0.8183 0.6400 0.8098 0.6197 
Independent dataset2 0.9346 0.8300 0.9408 0.8495 

Note: ACC means Accuracy; MCC represents Matthew's Correlation Coefficient. 
 

Table 2 

The occurrence times of eight features in top combinations 

Features FD CGR Dipeptide En_CGR En_AAC En_dipeptide CTF HHT 
Top 30  20 9 0 20 13 19 12 1 
Top 50  29 25 0 30 26 29 23 5 
Top 100  56 58 8 54 49 52 48 34 
Note: FD represents Fractal Dimension; CGR means Chaos Game Representation; AAC represents Amino Acid 
Composition; En_ indicates the entropy calculated from the following normalized occurrence frequencies, for example, 
En_AAC means the entropy of Amino Acid Composition; CTF is Conjoint Triad Feature; Lastly, HHT means Hilbert 
Huang Transformation  

 
validation test. The optimal combination, i.e., AAC, FD, En_AAC and En_CGR was selected 
according to the result of numerical experiments. 

Taking the optimal combination as the input vector, the performance of this model surpassed the 
one of DNA-Prot. The better performance was achieved for the training dataset via the jackknife test. 
It was superior to DNA-Prot, for an independent dataset 1 and independent dataset 2. The sole 
deficiency was slightly lower accuracy than DNA-Prot for test dataset with the smallest size (92 
DNA-binding proteins and 100 non DNA-binding ones). The limited size may lead to incorrect result. 
The results of comparison are listed in Table 1. 

3.2. Analysis of feature selection 

Nine kinds of candidate features were derived from primary sequence of protein. Except for AAC, 
which was regarded as an indispensable feature, the other eight candidate features should be 
confirmed whether they are effective ones. There are 28 (256) combinations which were evaluated 
with the 5-fold cross validation. It is far from being enough just considering the optimal combination. 
Hence, the occurrence times of the eight features in top combinations, which are listed in Table 2, 
were counted to measure their effectiveness. 

4. Conclusions 

Firstly, the results of the preliminary numerical simulations showed the prediction models, which 
contain amino acid composition, can achieve satisfactory performance. The former studies 
demonstrated that amino acid composition was a fundamental component for predicting DNA-binding 
protein. 

Secondly, by analyzing the components of the optimal combination, it verifies that the fractal 
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dimension and entropies of chaos game representation and amino acid composition are the promising 
quantitative indexes for bioinformatics research. They can excavate the information hidden in the 
primary sequence which may be ignored by amino acid composition. The occurrence times of eight 
candidate features in the top 100 and top 50 combinations show the efficiencies of fractal dimension, 
chaos game representation, three information entropies and conjoint triad feature. Among these six 
classes of features, the times in the top 30 combinations can also manifest that the concepts of fractal 
dimension and entropy are even more efficient and essential for a DNA-binding protein. Above all, the 
analysis of numerical simulation results can show the importance of the fractal dimension and 
entropies. 

Finally, all of these nine candidate features can be derived from the primary sequence of protein 
without any extra knowledge. Additionally, this kind of method is able to gain the encouraging results. 
All of these prove that the sequence-based approaches have a strong versatility and effectiveness. 
Especially, the concepts of fractal dimension and information entropy are advantageous and essential 
feature indexes for identifying a DNA-binding protein. 
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