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Abstract. Functional Magnetic Resonance Imaging (fMRI) and Diffusion Tensor Imaging (DTI) are a source of information 
to study different pathologies. This tool allows to classify subjects under study, analysing in this case, the functions related to 
language in young patients with dyslexia. Images are obtained using a scanner and different tests are performed on subjects. 
After processing the images, the areas that are activated by patients when performing the paradigms or anatomy of the tracts 
were obtained. The main objective is to ultimately introduce a group of monocular vision subjects, whose brain activation 
model is unknown. This classification helps to assess whether these subjects are more akin to dyslexic or control subjects. 
Machine learning techniques study systems that learn how to perform non-linear classifications through supervised or 
unsupervised training, or a combination of both. Once the machine has been set up, it is validated with the subjects who have 
not been entered in the training stage. The results are obtained using a user-friendly chart. Finally, a new tool for the 
classification of subjects with dyslexia and monocular vision was obtained (achieving a success rate of 94.8718% on the 
Neuronal Network classifier), which can be extended to other further classifications. 
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1. Introduction 

Today the use of Functional Magnetic Resonance Imaging (fMRI) and Diffusion Tensor Imaging 

(DTI) [1] is a key part of any research work in neuroscience. 

The Machine Learning technique [2] will be used to perform classification as it is an effective tool 

to classify subjects. Therefore, the combination of fMRI and DTI images, together with subject 

classification, help to create a tool that allows to classify subjects into the desired groups, thanks to the 

features provided by those images. 
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Feedback was obtained from neurologists and psychologists, who helped to define the key features 

to perform a good classification, thus achieving reliable results that could also be useful for them. In 

fact, these features are brain areas related to language, speech and lexical decision. 

Therefore, this new software tool allows users to interact with all the classifiers available. The user 

can enter the desired features and numbers of subjects, then select the classifier to be applied, to 

finally obtain the results of such classification. 

One of classification phases is training, which consists in creating a group of samples that have been 

classified as true so that they can be identified. Therefore, the features describing the samples must be 

discriminatory for subsequent classification. 

The learning phase includes supervised [3], unsupervised [4] and semi-supervised [5] learning. 

Supervised learning develops a mathematical function that, based on the pre-labelled training 

samples, deduces which category or groups the set of input samples belong to. Regarding 

unsupervised learning, there is not a set of training samples available that allow to know the labels of 

those samples, so it is necessary to use clustering techniques [6] to create these labels. This type is 

aimed at categorising samples into groups with very similar characteristics. Semi-supervised learning 

arises from the difficulty of labelling a large set of samples of supervised classifiers. This is why this 

type resorts to using a limited set of labelled samples and another larger set of non-labelled samples. 

To remove redundant features and achieve optimal classification, Principal Component Analysis 

(PCA) can be applied [7]. 

2. Material and methods 

2.1. Image acquisition 

A Philips 3.0-T Achieva scanner with a 32-channel coil was used to obtain fMRI and DTI images. 

First, high-resolution 3D structural/anatomic image was obtained. The acquisition time is 5'. The DTI 

sequence consists of a single axial shot, which takes 4’20’’. 

2.2. Image processing 

To obtain the features for DTI and fMRI, two different processing methods were carried out using 

FSL tools, FMRIB (Functional MRI of the Brain) Software Library, version 4.1.9 

(http://www.fmrib.ox.ac.uk/fsl). 

For DTI processing, the Brain Extraction Tool (BET) [8], FDT (FMRIB’s Diffusion Toolbox) and 

TBSS (Tract-Based Spatial Statistics) [9] functions were used, obtaining FA values [10]. This was 

registered to the MNI152 standard [11]. 

However, to obtain the features of fMRI images, FEAT functions (FMRI Expert Analysis Tool 

v5.98) and BET (Brain Extraction Tool) were used, and a 3mm FWHM (Full Width at Half 

Maximum) Gaussian filter was applied. This was also registered to the MNI152 standard space, and it 

was also applied to functional and structural images [12]. 

2.3. Databases 

The participants’database included 56 children aged between 9-12 years, with their parents’ 

consent. 
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These subjects were classified by reading ability. These groups included dyslexic children and 

subjects with monocular vision, and there was also a control group. 

To perform this classification, an ophthalmic specialist examined each of these subjects to decide 

which group each subject should fall into. Apart from this, a neuropsychological study was also 

carried out using three types of tests. The first was an IQ test, and the other two were reading tests, 

which helped to assess reading fluency. Depending on the score achieved, children were classified into 

different groups. 

In total, 20 children were classified into the control group (ten boys), 19 children into the dyslexic 

group (12 boys) and 17 into the monocular vision group (10 boys). 

2.4. Technologies 

2.4.1. Supervised classifiers 

Linear Discrimination Analysis (LDA) classifier is a statistical method for pattern recognition and 

automatic learning aimed at finding a linear combination of features that characterise or separate two 

or more classes of samples [13]. 

Support Vector Machine (SVM) [14], given a set of training samples, classes can be labelled and 

trained to build a model that classifies a new sample class. When the new samples are entered into that 

model, based on their proximity, they can be classified into one or another class. 

Artificial neural networks [15–17] are based on the operation of the neural system of the human 

body.  It has a learning phase, based on data that are used as patterns. This learning phase is aimed at 

finding the precise values of the weights of its connections, according to a specific criterion, based on 

the error of the network itself (supervised training). 

Last, K-means classifier [18] is a technique that allows the grouping of cases or variables in a data 

set based on the similarity between them. This classifier classifies cases based on the number of 

classes previously known by the user. 

2.4.2. Unsupervised classifier 

The purpose of this classifier is to assign the most common class among its K nearest neighbors to 

an invisible point in the training phase. These nearest neighbors are obtained using a distance metric 

[19]. The second phase of this classifier would be to perform the same process, but this time with the 

validation data. 

2.4.3. Combination: supervised + unsupervised classifier 

AdaBoost [20] can be used in conjunction with many other learning algorithms to improve their 

performance. It is an adaptive classifier in the sense that the classifiers built in each iteration are 

adjusted to improve the cases that were incorrectly classified by the previous ones. 

2.4.4. Selection criteria for classifiers 

The tool (in this study) provides several results on classification success rate and assesses which 

classifiers have the best results. That is why the classifiers described in the sections 2.4.1. to 2.4.3., 

have been selected. 

The selection criteria for these classifiers are the following: on the one hand they are applied most 

of the times. On the other hand, they are expected to provide greater efficiency. However, the latter 

criteria depends on the inserted data, in this case features shown by children with dyslexia. 
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3.2. Low-level design 

3.2.1. Block A: FSL pre-processing 

The FSL pre-processing block shown in Figure 2(A) contains three sub-blocks; one refers to the 

conversion of images, another to FSL processing, thanks to which the necessary characteristics for 

matrix generation are obtained. The last refers to obtaining data from FSL processing. These data are 

the characteristics that are entered as data in the classifiers once they have been selected. 

The entrance to the first block are images in DICOM format and their corresponding output are 

images converted into FSL Nifti format, which are the input to the next block, FSL. This block 

contains the subjects’ activation outputs, which are entered into the characteristic’s block, thus 

obtaining the maximum output activations and DTI parameters. 

3.2.2. Block B: matrix generation characteristics 

Figure 2(B) shows the second block where the characteristic matrix that will be used for subject 

classification is generated. 

This can be done in two ways, one being that if users have the necessary knowledge, they can 

discard or include the right features themselves. However, if they do not have this knowledge, the 

PCA can be applied to the initial matrix to discard redundant characteristics. 

3.2.3. Block C; user interface 

The user interface shown in Figure 2(C) allows to run different classifiers and displays the results of 

these classifications.  

Inputs can include the subject matrix, comprising all the subjects undergoing classification, which 

includes the three study groups. 

The training matrix includes the subjects from the control groups and dyslexic subjects who will be 

taken as a reference for the classifier. 

The validation matrix comprises the subjects from the control groups and dyslexic subjects who 

have not been used for the training matrix. 

The monocular vision group matrix only contains the subjects under this group. This matrix is used 

once control and dyslexic groups have been classified. 

3.2.4. Block D: machine learning 

Figure 2(D) shows all the possible classifiers that can be selected by the user. There are supervised 

and unsupervised classifiers, and a classifier that is a mixture of both. 

4. Results 

4.1. Efficiency of classifiers 

4.1.1. Without PCA/with PCA 

To obtain the results displayed in Table 1, all the classifiers available in this tool were implemented.  

In addition, for the case of the Neural Networks classifier, four results are presented, one for each 

hidden layer added up to a total of four hidden layers. 
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Table 1 

Classifiers Percentages. The result without applying PCA is displayed on the left and with PCA on the right. (NN, Neural 
Network; Con, Control; Dys, Dyslexic; MV, Monocular Vision) 

Classifier %Success rate  % Success rate Con. % Success rate Dys. MV = Con MV = Dys 

LDA 74.359/79.4872 80/85 68.42/73.68 13/14 4/3 
SVM 87.1795/84.6154 90/95 84.21/73.68 13/14 4/3 
NN (1 layer) 87.1795/89.7436 90/100 84.21/78.94 13/12 4/5 
NN (2 layers) 87.1795/89.7436 90/100 84.21/78.94 13/15 4/2 
NN (3 layers) 94.8718/92.3077 95/95 94.73/89.47 16/13 1/4 
NN (4 layers) 89.7436/92.3077 95/90 84.21/94.73 10/11 7/6 
K-Means 56.4103/66.6667 75/66.6667 36.84/52.63 9/14 8/3 
K Nearest Neighbor 76.9231/71.7949 80/80 73.68/68.42 14/12 2/5 
AdaBoost 84.6154/89.7436 90/95 78.94/84.21 15/14 2/3 

 
Table 2 

Sensitivity and Specificity Results of the percentages applying PCA and not applying it 

Classifier Sensitivity  Specificity Sensitivity (PCA) Specificity (PCA) 

LDA 68.42 80 73.68 85 
SVM 84.21 90 73.68 95 
Neural Network (1 layer) 84.21 90 78.94 100 
Neural Network (2 layers) 84.21 90 78.94 100 
Neural Network (3 layers) 94.73 95 89.47 95 
Neural Network (4 layers) 84.21 95 94.73 90 
K-Means 36.84 75 52.63 80 
K Nearest Neighbor 73.68 80 68.42 80 
AdaBoost 78.94 90 84.21 95 

 

Results were obtained both without applying the PCA component reduction method and applying it. 

In addition, it shows the results of the classification of a group of monocular vision subjects, taking 

into account whether the characteristics are more similar to a control group or to those of the dyslexic 

group. The best success rate corresponds to Neural Network classifier (94.8718%), specifically three 

layers and without applying PCA. 

4.1.2. Sensitivity and specificity  

Table 2 shows the values of Sensitivity and Specificity. 

The best sensitivity rate is 94.73% and specificity is 95%, those results correspond to Neural 

Network (three layers and no PCA applied). 

5. Discussion and conclusion 

The tool has been successfully created, which is useful to classify patients with any type of disease, 

in this case, dyslexia. In addition, there is a wide range of classifiers since there is at least one of each 

type: supervised, unsupervised and a combination of both [3–5]. At present, this application is an early 

version, so it is very similar to the basic version, and it can be used as a guide to prevent users from 

having problems when using this tool. Obviously, this initial version is mainly aimed at users who 

only want to see the results of the classification without the need to have an in-depth knowledge of all 

the classifiers available in the tool. 
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Furthermore, the best way to optimise the tool for future versions is to create an advanced version 

where users are free to use the tool in any way they wish, that is, characterising each classifier as 

necessary. 

It is evident that this new advanced version would be focused on users with a good knowledge of 

Machine Learning [2] so that they could modify each classifier and adapt them to their own group of 

subjects.  

As mentioned above, possible further developments of this application would be to allow users 

more interaction with the tool thanks to the advanced version, thus having more freedom to 

characterise each classifier. 

As it can be observed in the results, generally high classifiers efficiency has been obtained. Thus the 

classifiers have been chosen successfully. 

Although this study shows positive results, some limitations have been faced. Recruiting suitable 

participants for the study has shown to be the main difficulty for the following reason: firstly all, 

children had to meet all the inclusion criteria. Secondly potential participants fitting into at least one 

exclusion criteria where determined not to be suitable. 

On the other hand, getting into a scanner can be uncomfortable and even overwhelming for children. 

In the process of recording images, the movements of the participants inside the scanner cause 

distortion in the images needing to reject them. 

If greater number of subjects were obtained, it could lead to a more robust classification and verify 

the efficiency of classifiers. 

Another is to enable users not only to classify subjects with dyslexia, as the basic version does not 

allow to modify classifiers,  but to give them the possibility of classifying other types of subjects like. 

For example, those suffering from migraines and children with Attention Deficit Hyperactivity 

Disorder (ADHD). 
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