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Abstract. To improve the performance of infrared face recognition for time-lapse data, a new construction of blood perfusion 
is proposed based on bio-heat transfer. Firstly, by quantifying the blood perfusion based on Pennes equation, the thermal 
information is converted into blood perfusion rate, which is stable facial biological feature of face image. Then, the separabil-
ity discriminant criterion in Discrete Cosine Transform (DCT) domain is applied to extract the discriminative features of 
blood perfusion information. Experimental results demonstrate that the features of blood perfusion are more concentrative 
and discriminative for recognition than those of thermal information. The infrared face recognition based on the proposed 
blood perfusion is robust and can achieve better recognition performance compared with other state-of-the-art approaches. 

Keywords: Feature extraction, infrared image, face recognition, blood perfusion, bio-heat transfer model 

1. Introduction 

Due to its extensive application in identification and security, face recognition has attracted great at-
tention of many researchers in computer vision and biometrics. Currently, most studies on face recog-
nition focus on visual images [1]. However, the performance of visual face recognition is usually af-
fected by variations in intrinsic (pose, expression, hairstyle. etc.) and extrinsic conditions (illumination, 
imaging system, etc.) [2]. Several studies have shown that the use of infrared images can solve the 
limitation of visible-image based face recognition, such as invariance to variations in illumination and 
robustness to variations in pose [3–5]. In addition, in recent years, the price of infrared cameras has 
decreased significantly, and their technology has improved with better resolution and quality, and the 
fixed pattern noise produced by old infrared cameras has been eliminated using non-uniformity correc-
tion techniques [6,7]. 

It is highlighted that the infrared images can be affected by ambient temperature, psychological and 
physiological conditions [4]. Therefore, the recognition systems based on thermal images will perform 
well when the test and train images are captured in the same ambient temperature, while the perfor-
mance will be poor if the testing and training samples are collected under different temperature (time-
lapse data) [8,9].  
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Stable facial biological features extraction is vital to the improved performance of infrared face 
recognition under variable ambient temperatures, [10,11]. As we know, infrared images based on faci-
al temperature depend on the distribution of blood vessels (DBV) and the velocity of blood perfusion 
(VBP), both of which are internal biological features hardly affected by the ambient atmosphere. 
Therefore, in terms of biology, they’re more stable [2]. In this situation, many researchers make efforts 
to get the stable physiological information from the thermal images [12]. These efforts can be divided 
into two categories: blood vessels and blood perfusion under the skin from the thermal images [12]. M. 
Akhloufi et al. proposes a method of infrared face recognition reconstructing DBV [13]. For VBP, 
from the aspect of biomechanics, Wu et al. [11] founded a model converting temperature features into 
blood perfusion features based on the thermal equilibrium of the skin. This paper will focus on the lat-
ter. 

The blood perfusion model proposed in the work of Wu et al. [11] improves the performance of in-
frared face recognition dramatically, especially for images in variable ambient temperatures. However, 
this model is based on the hypothesis of thermal equilibrium on the skin, instead of the heat conduc-
tion in skin tissues [12]. The model converts temperature into corresponding blood perfusion rate by 
the method of point-to-point regardless of the relativity of the neighbor positions in thermal image, 
which is in conflict with the heat conduction principle of skin tissues [14]. To address this problem, 
the classic bio-heat transfer equation (Pennes equation) is used to consider the relationship of the 
neighbor positions in thermal image. A new reconstruction method of blood perfusion is proposed. 
Discrete Cosine Transform (DCT) [15] and feature selection are combined to extract features for the 
final recognition results.  

2. Methods  

2.1.  Bio-heat & Pennes equation 

Mathematical model is a theoretical foundation of bio-heat transfer. An ideal model can explain the 
mechanism of heat transfer in bio-tissue or between it and the environment, and play an important role 
in indicating the temperature field in tissues. In theory, bio-heat is about the conduction of heat and 
substance in tissues and the exchange of substance and energy between creatures and the environment 
[11, 14]. It’s Pennes’ contribution in 1948 [16,17] which has distinguished heat conduction in tissues 
from that in common materials for the first time. It reduces forearms to cylinders, and takes into ac-
count blood perfusion in muscular tissues. Pennes proposes a bio-heat differential equation under axial 
symmetry: 

 

( ) ( ) rmabb qqTTCWTk
t
Tc ++−+∇⋅∇=

∂
∂ρ

 
(1)

 
Here ρ  is the density of tissues, c  is the specific heat of tissues, k  is the coefficient of heat con-

duction for tissues, Wb  is the blood perfusion rate, Cb
 is the specific heat of blood, T is the tempera-

ture inside creatures, Ta  is the temperature of arterial blood, mq  is the blood perfusion rate of heat 

produced in metastasis per stere (regarded as a constant in Pennes’ model, 3400( / )q J m sm = ⋅ ), rq  is 
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the perfusion rate of heat provided by the ambience. The parameters for the thermal characteristics and 
physiology of tissues are ρ , c , k  and Wb , qm , respectively. 

Pennes equation distinguishes itself from common heat conduction ones by a blood perfusion term: 
 

( )b b b aq W C T T= −  (2)

 
where bW  is the blood perfusion rate which will be analyzed discretely in this paper. This equation is a 
3-dimensional elliptic partial differential equation for heat conduction of creatures. Since the proposi-
tion of Pennes equation, the equation has been improved by many researchers, such as Stolwijk, Chen-
Holmes, Weinbaum-Jiji, et al. [16,17]. All these equations take more physiological factors compared 
with Pennes equation, and describe the heat conduction of creatures more precisely. It is important to 
mention that those new bio-heat transfer models are based on the same bio-heat transfer principle. So 
the heat transfer process in the face can be modeled by the classic Pennes bio-heat transfer equation. 

2.2. Blood perfusion model based on Pennes equation 

The facial temperature field is 2-dimensional, while Pennes equation is 3-dimensional symmetric. 
To apply the Pennes equation to the facial temperature field, the 3-dimensional Pennes equation 

should be transformed into a 2-dimensional one. Under 2-dimensional thermal equilibrium, 0
T

c
t

ρ ∂
=

∂
. 

There’s no heat source, so 0qr = . Moreover, facial tissues are isotropic. Thus, the original 3-
dimensional Pennes equation can be transformed into a 2-dimensional form as follows: 

 
2 2
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Our main work in this section is to get blood perfusion rate by solving Eq. (3) reversely, given by 

the distribution of facial temperature field (facial thermograms) 
 

2 2
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Infrared facial thermograms are discrete while Eq. (4) is continuous. In order to apply the continu-

ous Pennes equation to infrared facial bio-heat transfer model, Pennes equation needs to be analyzed 
numerically. Let each pixel in given thermograms correspond to a blood perfusion rate, via digital La-
placian operator, the following formula can be obtained: 
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As our infrared facial images are captured by the same camera, the distance between adjacent pixels 

in an image is the same, namely dyx =∇=∇ , where d is the sample interval of discrete infrared fac-
es. Eq. (4) can be expressed: 
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where ),( jiT  is the temperature, 2d1 /=λ  is determined by the interval of facial images. Faces are 
curved surfaces, while their infrared images are planes. Hence, there must be an error between inter-
vals in real faces and those in infrared images. It means that λ  varies with different points. For con-
venience, we consider λ  to be a constant. Eq. (6) illustrates that the blood perfusion rate at a point is 
relevant with not only its own temperature, but also the temperature of its neighbors. This shows that 
the relation between blood and temperature is about the interaction between its neighbor points, in-
stead of point-to-point. Therefore, our blood perfusion rate fits the bio-heat transfer principle better. 

2.3.  Feature selection in DCT domain 

DCT is a popular image compression method [5], whose transformation nuclear is the real-time co-
sine function. Therefore, DCT has the properity of  calculation simple and good information packing 
ability� Another merit of DCT is that it can be implemented efficiently using the Fast Fourier Trans-
form (FFT). As a result, DCT can be applied to real-time features extraction [15].  

For image compression, [18] makes use of the centralization of energy at the low-frequency region 
to select features of DCT coefficients. However, from the view of pattern recognition, centralization of 
energy doesn’t mean that of discrimination, and some frequency components with low energy may 
contribute more to recognition than those with high energy [19]. Therefore, the traditional feature se-
lection, Z-scan [18], is unsuitable for selecting effective discriminant features. To extract most suitable 
features for face recognition, this paper uses the separability discrimination (SD) based on statistical 
learning  to discriminative different DCT coefficients. 

Suppose there’re C classes in training samples, each of which contains S samples. For each DCT 
coefficient ijA , where 0,1,2, , 1i M= -L , 0,1,, , 1j N= -L , a 2-dimensional sample vector can be 
constructed as follows: 

(1,1), (1,2),..., (1, )

(2,1), (2,2),..., (2, )

...............,..............,......,...,...
( ,1), ( , 2),..., ( , )

ij ij

ij ij

ij ij ij

ij
ij

ij

A A A C
A A A C

A

A S A S A S C

� �
� �
� �= � �
� �
� �� �    

(7) 
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Then, for an M�N digital image, each DCT coefficient corresponds to a 2-dimensional vector. 

There’re M�N 2-dimensional vectors in all. The separability discrimination ( , )SD i j  for the DCT 
coefficient at row i, column j is calculated as follows: 

Firstly, the inter-class distance ( , )bD i j  for each DCT coefficient ijA  in all training samples is de-
fined as 

 
_ _

2

1

1( , ) ( )
C

c
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c
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(8) 

 
Secondly, the inner-class distance ( , )wD i j  for each DCT coefficient ijA  in all training samples can 

be gotten by 
 

_
2

1 1

1 1( , ) ( ( , ) )
C S

c
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c s
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(9)

 

where 
_

c
ijA  is the average of DCT coefficients at row i, column j of the c th sample,

_

ijA  is the average of 
DCT coefficients at row i, column j of all samples. 

In terms of pattern recognition, the features with large inter-class distance and small inner-class dis-
tance are more suitable for classification. Base on the idea of Linear Discrimination Analysis (LDA), 
the definition of SD  for DCT coefficients is 

 

( , )( , )
( , )

b

w

D i jSD i j
D i j

=
   

(10)

 
Finally,  SD  is assigned for each DCT coefficient. For one DCT coefficient, the larger SD  it has, 

the more it contributes to the recognition. This paper sets a threshold K, and keeps the DCT coeffi-
cients whose SD  are larger than K. 

3. Results and analysis 

To verify the effectiveness of our method compared with other ones, all experiments are done under 
an infrared face database built by ourselves with a ThermoVisionA40 infrared camera. It contains 
1000 photos taken under the same condition. To be specific, there are 50 persons with 20 photos for 
each person. All photos are kept according to the original temperature. To check the robustness of the 
recognition system, there’re 165 photos taken under different ambient temperature in our database. 
The temperature varies from 24.3  to 28.4 . The original size for each image is 240×320. The face 
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Fig. 1. SD distribution in blood perfusion image.                   Fig. 2. Relationship between SD and DCT coefficients. 
 
detection method is the modulation of the RIFARS system [20]. After preprocess and normalization 
[11], the resolution of the standard face changes into 80×60. Our experiments neglect that λ varies 
from point to point and regard λ  at every point as a constant. Through estimation and repeated exper-
iments, the best recognition performance is obtained at 51054 ×= .λ . 

3.1. SD distribution in DCT domain 

Based on our training data under the same condition, Figure 1 demonstrates the distribution of SD  
in DCT domain for blood perfusion images. With the increase of frequency, SD  for DCT coefficients 
fluctuate, rather than decrease monotonously. Therefore, the traditional feature selection, Z-scan, is 
unsuitable for selecting effective discriminative features.  

In training samples, SD for DCT coefficients of thermograms and blood perfusion images are de-
scendent sorted, shown in Figure 2 (only the first 100 SD  are listed). After the blood perfusion trans-
formation, SD  for the first 5 DCT coefficients in blood perfusion images are far greater and converge 
much faster than those in thermograms. Therefore, blood perfusion images after DCT transform, have 
highlighted the contribution of features with powerful discrimination for recognition. 

3.2. Infrared face recognition experiments 

To describe the difference precisely between wrongly recognized samples and correctly recognized 
ones, based on Euclidean distance, this paper defines two ratios R1 and R2, where R1 denotes, under 
correct recognition, the average ratio of minimal distance in testing samples to the distance in the 
nearest wrong one. R2 denotes, under wrong recognition, the average ratio of minimal distance in test-
ing samples to the distance in the nearest correct one. Theoretically, both R1 and R2 are between 0 and 
1. The closer to 0 R1 is and the closer to 1 R2 is, the better the recognition performance will be. 

Infrared face recognition experiments are tested under the same/different ambient temperature, re-
spectively. Under the same temperature, 1000 photos are utilized, 500 of which are for training, and 
the other 500 for recognition. In the following results, “BP” denotes blood perfusion images obtained  
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Table 1  

Best recognition rates of the same-session data 

Method Recognition rate R1 R2 
BP 98 % 0.30 0.75 
TBP 97.6% 0.32 0.74 
OT 95% 0.42 0.78 

 
by Pennes equation, “TBP” means traditional blood perfusion in [11] and “OT” denotes original ther-
mograms. The results for training samples under the same temperature are shown in Table 1. 

From Table 1, one can see that, compared to thermograms, discretized blood perfusion images pro-
mote the recognition performance greatly. However, compared with the model in [11], our model 
hardly increases the recognition rate, which is due to the fact that the ambient temperate doesn’t affect 
the performance of infrared face recognition. Both models have extracted good biological features, 
and their recognition rates are higher than those of thermograms. Furthermore, our model achieves 
smaller R1, which shows better discrimination. Hereby, compared with thermograms, both blood per-
fusion models extract more stable blood perfusion information. 
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Fig. 3. ROC curves of BP, TBP and OT. 
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Fig. 5. Recognition rate of time-elapse data. 
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Table 2 

Best recognition rates of the time-elapse data 

Method Recognition rate R1 R2 
BP 90.3% 0.80 0.89 
TBP 55.6% 0.80 0.77 
OT 26.3% 0.91 0.77 

 
In the verification case, one face of each person is registered as the reference image and the rest are 

used as the probe ones. The receiver operating characteristic (ROC), which is a plot of the false rejec-
tion rate (FRR) versus the false acceptance rate (FAR), is simulated as shown in Figure 3. The BP 
methods are slightly superior to TBP method. The blood perfusion models based on BP and TBP con-
tribute more to ROC curve than OT method. 

Under varying ambient temperature, 400 images under the same temperature are chosen as the train-
ing set. The testing samples are 165 images taken under different temperature. Infrared face images 
and its corresponding blood perfusion images of time-elapse data are shown in Figure 4. Employing 
DCT and feature selection for recognition, the results are shown in Figure 5. It can be seen from Fig-
ure 5 that the proposed model outperforms the one in [11] when almost all DCT features are used for 
recognition. Therefore, our model possesses more stable biological features. After feature selection, 
when only 68 DCT coefficients are left, the recognition rate reaches the peak. Feature selection not 
only helps achieving higher recognition rate, but also reduces the computation complexity. 500 images 
under the same temperature are employed as the training samples, and 165 images under different 
temperature as the testing samples. After feature extraction by DCT and our feature selection, the re-
sults are shown in Table 2. 

From Table 2, one can see that the recognition rates of the proposed blood perfusion are higher than 
those in [11]: the recognition rate rises by 34.7%. The reason is that our model makes use of the heat 
conduction in tissues, and takes into account the relations between points in tissues (regarding adjacent 
temperature points relevant). It can describe facial bio-heat principle more precisely. However, the 
blood perfusion model in [11] keeps facial temperature points independent from each other based on 
thermal equilibrium, and neglects the heat conduction between tissues. As a result, under varying am-
bient temperature, the proposed blood perfusion images own more stable features and better recogni-
tion performance. In conclusion, the blood perfusion images obtained by our model based on Pennes 
equation could reduce the impact of ambient temperature on infrared face recognition, and acquire 
relatively stable biological features. The new method achieves better recognition performance than 
traditional methods under varying ambient temperature. 

To verify the efficiency of feature extraction algorithm, traditional PCA+LDA and our feature ex-
traction algorithm are tested based on our model. PCA+LDA method proposed in [21] can get the 
highest recognition rate of 97.4% for non-time-lapse data, and 89.6% for time-lapse data while our 
algorithm achieves 98% and 90.3%, respectively. Therefore, our feature extraction algorithm outper-
forms PCA+LDA method. 

4. Conclusion 

This paper proposes an infrared facial blood perfusion model based on Pennes equation, and ap-
plies it to face recognition. The main contribution of this paper is that Pennes equation considers the 
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relation between different facial temperature points, and could acquire blood perfusion images com-
plying with human tissue heat conduction. Furthermore, combination of DCT and feature selection can 
extract useful discriminative features in blood perfusion rates for infrared face recognition. Experi-
ment results show that, under different ambient temperatures, our model could reduce the impact of 
variable ambient temperatures on recognition, and get robust recognition performance. Our future 
work is to obtain more accurate blood perfusion rate by adjusting parameter λ  at different points of 
infrared face, and to improve the precision of our model. 
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