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Abstract. One of the challenging problems in large scale cyber-argumentation platforms is that users often engage and focus
only on a few issues and leave other issues under-discussed and under-acknowledged. This kind of non-uniform participation
obstructs the argumentation analysis models to retrieve collective intelligence from the underlying discussion. To resolve this
problem, we developed an innovative opinion prediction model for a multi-issue cyber-argumentation environment. Our model
predicts users’ opinions on the non-participated issues from similar users’ opinions on related issues using intelligent argu-
mentation techniques and a collaborative filtering method. Based on our detailed experimental results on an empirical dataset
collected using our cyber-argumentation platform, our model is 21.7% more accurate, handles data sparsity better than other
popular opinion prediction methods. Our model can also predict opinions on multiple issues simultaneously with reasonable
accuracy. Contrary to existing opinion prediction models, which only predict whether a user agrees on an issue, our model
predicts how much a user agrees on the issue. To our knowledge, this is the first research to attempt multi-issue opinion pre-
diction with the partial agreement in the cyber-argumentation platform. With additional data on non-participated issues, our
opinion prediction model can help the collective intelligence analysis models to analyze social phenomena more effectively and
accurately in the cyber argumentation platform.

Keywords: Opinion prediction, incomplete ongoing discussion, opinion correlation, collaborative filtering, cyber argumentation,
collective intelligence, opinionated group representation

1. Introduction

People discuss different social and political issues interacting with each other on many online plat-
forms in modern times. Although most online discussions occur on social media platforms, these plat-
forms are not designed for large scale discussions. An effective discussion platform should promote
a healthy exchange of ideas and opinions among the participants and facilitate participants to be well
informed. However, due to the unstructured platform design, social media platforms do not facilitate
effective discussions among users. On the other hand, Cyber-Argumentation platforms are specially de-
signed for effective large scale discussions among participants. In these platforms, participants come
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together and express their opinions, criticize and respond to each other’s opinions, ideas, etc. in an orga-
nized structure, which helps to achieve a well-informed and effective discussion.

Cyber-argumentation platforms impose explicit discussion structure with different argumentation
frameworks to facilitate large scale discussions. Some of the well-known argumentation frameworks
are Dung’s abstract frameworks [10], IBIS [24], and Toulmin’s model of argumentation [63] etc. These
argumentation structures allow users to navigate and follow the discussion easily. These structures also
help argumentation analysis tools to analyze the discussion effectively. Argumentation analysis tools can
capture the collective intelligence and reveal different hidden insights from the underlying discussion.
These tools have successfully analyzed different social phenomena in this environment. For example:
identifying group-think [22], polarization [55], assessing argument validity [10], credibility [2] etc.

However, to effectively work, argumentation analysis tools require intensive participation from the
users with enough arguments in the discussion. And users need to express their opinions on all the is-
sues explicitly, which can be comprehended by these analysis tools for opinion mining. However, this
is not a usual scenario; not all the issues get uniform participation from the users. Typically users par-
ticipate only in a few issues and do not discuss other issues in the system. Existing opinion analysis
models focus mostly on analyzing user opinion on the participated issues only [11,12]; often, the scope
of such analysis is limited. These missing opinion values on the non-participated issues may be crucial,
and discarding these values may yield an incomplete analysis of the underlying discussion. In the argu-
mentation environment, any social or political issue can contain discussions on different perspectives on
the issue such as conservative, lean conservative, lean liberal, or liberal viewpoints. Suppose we want to
analyze an individual’s collective opinion, such as whether he/she holds a conservative or liberal point
of view on an issue. Knowing the opinions on all the available viewpoints can give us a better idea about
the individual’s collective opinion on the issue rather than knowing opinions from the participated data
only, which might be one or a few perspectives.

Few research attempts have been made in predicting user opinion on non-participated issues in the
cyber argumentation environment [16,45]. The accuracy of these opinion prediction methods is a signif-
icant concern, as predicted opinion values with lower accuracy will introduce error and misinformation
in the analytical models. Another major concern is that these research works only attempted to pre-
dict whether users would agree or disagree with an issue, not how much users would agree/disagree
with the issue. Precise and detailed opinion values with varying agreement/disagreement levels are often
required in many argumentation phenomena and opinion analysis models. An analysis of how much
people’s opinions might be influenced, not just whether people’s opinions would be influenced, how
controversial an issue might be, not just whether an issue might be controversial, etc. are some exam-
ples. Binary opinion prediction with a “yes/no” value cannot fulfill the requirements of such analysis. To
our best knowledge, no research attempt has been made, which predicts how much a user might agree
on a non-participated issue in a cyber-argumentation environment.

We can solve this problem by predicting users’ opinions with partial agreement on the issues that
they have not explicitly expressed in discussion with high accuracy. We can generate a complete and
detailed user-opinion dataset with a reasonably accurate prediction of missing information. Individual
and collective opinion analysis of users can be conducted more precisely and effectively with more
detailed opinion information, even if the user did not participate in some discussions. Detailed opinion
prediction can help the complex argumentation analysis models such as group influence level in opinion
dynamics, ingroup-outgroup activity [60], etc. Also, it can help the collective intelligence assessment
process more accurately, even when the discussions are incomplete.
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In this paper, we present an opinion prediction method for a multi-issue cyber argumentation platform
that predicts user opinion with partial agreement values on different ideas that they have not explic-
itly expressed their opinions. We used our argumentation platform, the Intelligent Cyber Argumentation
System (ICAS), in which users participated in different discussions of issues. We collected user opin-
ions on issues from the discussions and predicted the missing opinions in non-participated issues. In
our system, discussions take on a tree structure. Issues are the root of the conversation. Under an issue,
there is a finite set of different positions that address the issue. For example, in the issue “Should guns
be allowed on college campuses?” a position would be “Yes, because they would keep students safe.”
The participants then argue for or against the various proposed positions with complete or partial agree-
ment/disagreement. We retrieved user opinion from the position discussion and predicted user opinion
using our opinion prediction method in the non-participated position of different issues.

We developed a Cosine Similarity with position Correlation Collaborative Filter (CSCCF) model for
opinion prediction with the partial agreement. CSCCF is a collaborative filtering (CF) based model that
predicts how much a user might agree with a particular position under an issue exploiting opinion cor-
relation in different positions. We compared our CSCCF model with other opinion prediction methods
based on popular predictive techniques on an empirical dataset, which we collected using our argumen-
tation platform, ICAS. This dataset has four issues and sixteen associated positions, and it contains over
ten thousand arguments in these discussions from more than three hundred participants. Different ex-
perimental results show that our model achieved good accuracy and 21.7% more accurate on average
than other benchmarking predictive methods for opinion prediction. With detailed experimental analy-
sis, we evaluated our CSCCF model’s novelty over other comparable models in predicting opinion and
analyzed different factors that impact the CSCCF model’s prediction accuracy. In this work, we also
analyzed group-representation phenomena in the discussion of an issue with predicted opinion values
generated by the CSCCF opinion prediction model.

We make the following contributions in this paper:

• We proposed the CSCCF model for cyber-argumentation, which uses user opinion similarity-based
collaborative filtering and opinion correlation between positions to predict user opinions on non-
participated positions.

• We compared the CSCCF model’s accuracy with other popular opinion prediction techniques and
different collaborative filtering based methods on an empirical dataset. Experimental results show
that the CSCCF model is more accurate in varying levels of sparsity in the dataset. CSCCF model
can also leverage the correlation values present in the dataset better than other comparable models
in opinion prediction.

• With different experiments, we analyzed the impact of various key factors such as correlation de-
gree, training data size, and predicting multiple positions on the CSCCF model’s accuracy.

• We analyzed group-representation phenomena in the discussion to showcase how the CSCCF opin-
ion prediction model can be used in our cyber argumentation platform.

The rest of the paper is organized as follows. We discuss our argumentation system and how we mine
user opinions to give a background for our work. Then we describe the CSCCF opinion prediction model,
experimental data, results, and analysis. After this, we describe the group-representation phenomena
analysis and conclude the work.
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2. Background and framework

In this section, we discuss our cyber-argumentation platform and how our platform derives user opin-
ion from the underlying discussion data. This brief discussion will provide background information for
our opinion prediction model presented in this paper.

2.1. ICAS system

In our previous research, we developed an Intelligent Cyber Argumentation System (ICAS), where
participants can join and engage with each other to discuss different issues and associated positions [29].
The system can derive collective opinion on the position based on his/her arguments in the discussion.
With some enhancements, we used this system to collect the user-opinion dataset for our research.

In our platform’s argumentation architecture, discussions take on a tree structure. There is a core issue
at the root of each discussion, which describes the overarching discussion problem to address. Under
the issue, there are several different positions for discussion in our system. Each position is a different
perspective/solution which addresses or provides solutions to the parent issue. All discussions occur
under a position where users can make arguments, support, or attack the parent position or other users’
arguments. In the tree structure, issues are the root nodes of the tree, the issue’s positions are first-level
nodes of the tree, and all the arguments made by different users in a position are the rest nodes of
the tree. Figure 1 gives a visualization of this tree structure. Participants can engage in discussion by
giving arguments directly to the position itself or another user’s argument. An argument is a for/against
statement, which describes the rationale relating to the position or the parent argument. Arguments can
be made to support/attack the positions directly or agree/disagree with other users’ arguments in the
position. When a user makes an argument, they fill out two fields. First is the text of the argument, which
contains the users’ rationale for their support/attack to the parent node. Second is the level of agreement
with the parent node, which indicates how much a user agrees or disagrees with the parent argument or
position. Users can choose their agreement value level from a weighted scale ranging from −1.0 to +1.0
at 0.2 intervals. The sign of agreement value specifies whether the user agrees (+ ve), disagrees (- ve),
or is indifferent (0) toward the parent node. And the value specifies the intensity of the agreement or how
much a user agrees or disagrees with it. Here a lower value is closer to indifferent, and a higher value
is closer to complete agreement or disagreement with the position. For example, an agreement value of
+0.9 represents a strong level of support, and an agreement value of −0.5 represents a moderate level
of disagreement with the parent argument.

Using the ICAS system, we conducted an empirical study and collected the user-opinion dataset,
which we used in this work. The study was closed research and was used internally. In our study, there

Fig. 1. The tree structure for discussions in ICAS.
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were four issues posing questions on ‘Guns on Campus,’ ‘Religion and Medicine,’ ‘Same Sex Couples
and Adoptions,’ and ‘Government and Healthcare’ topics. Each of the issues had four different positions.
These positions captured conservative, liberal, lean conservative, and lean liberal viewpoints on the
topic. An expert in this field had set the Issues and positions. Users participated in the discussions of
these predefined sixteen positions under four issues in our system.

2.2. Deriving viewpoint vectors using ICAS

We represent a user’s opinions in different positions using a viewpoint vector of numerical values
where each element represents a user’s opinion toward the position being discussed. The user’s opinion
value on a position is calculated using the agreement values from all the posted arguments by that user
under that corresponding position. But not all of the arguments are made directly to the position; an
argument can be made to other user’s argument in the argumentation tree. So, we first need to connect
the arguments that are further down the argument tree (past the second level) to the root position since
their agreement values relate to other arguments, instead of the position itself.

ICAS’s built-in argument reduction method [30] handles this process. The argument reduction method
reduces an argument from any level of the argument tree to the first level and calculates the user’s agree-
ment value directly towards the root position. There are four primary intuitions behind the transforma-
tion of a deep tree into a single level. Let’s assume, argument A is made to position P, and argument
B supports/attacks argument A. The first case is argument A is supportive of position P. In this case, if
argument B is supportive of argument A then argument B is supportive of position P. If argument B is
attacking to argument A then argument B is attacking to position P. Now the second case is argument
A is attacking to position P. In this case, if argument B is supportive of argument A then argument B
is attacking to position P. If argument B is attacking to argument A then argument B is supportive of
position P. Although these are the primary intuitions, in practice, the argument reduction technique [10]
uses 25 fuzzy association rules to identify the argumentation relationship between argument B and posi-
tion P through parent argument A. On a high level, these inference rules categorize the agreement values
of argument B and argument A towards position p into one of the five support/attack type categories
independently. These types are strong support, medium support, strong attack, medium attack, and in-
decisive. A fuzzy logic engine uses piecewise trapezoidal membership functions for each support/attack
type and to identify the degree to which argument A and B belong to each support/attack type. These
fuzzy membership values of argument A and B are used to map their weights in the fuzzy association
rules. These weights and the original agreement values of argument A and B are integrated with few
linear equations to determine argument B’s agreement value towards position P. Using this process, all
second-level arguments are transformed into the first-level. Then, second-level arguments’ agreement
towards the position p is used in a similar way to determine third-level arguments’ agreement towards
the position p. In this way, the whole process is repeated iteratively level by level downward until all
the arguments are transformed into the first level. Figure 2 visualizes this reduction. For a more in-depth
explanation of the fuzzy logic engine and argument reduction method, refer to [3,29–31,53].

Different other algorithms compute the dialectical strength of arguments, which also transform a deep
tree into a single level tree such as QuAD [4], DF-QuAD [47], Social Abstract Argumentation Frame-
works [25], etc. These techniques determine the strength of an argument using a base strength of the
argument and aggregated strength of the support and attack it received from other pro and con argu-
ments. In contrast, our argument reduction technique determines agreement value to any argument/root
position in the upper level.
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Fig. 2. Example of an argument reduction. Argument B is reduced from the second level of the tree to the first level.

Fig. 3. Framework of the opinion prediction and group representation process.

Once all of the arguments have been reduced to the first level of the position sub-tree, then a user’s
opinion toward the position can be calculated by averaging the user’s reduced agreement values to the
position from all of their posted arguments. This process gives the user’s opinion value toward that
position, which is added to the user’s viewpoint vector at the corresponding index. If a user does not
have any arguments under a position, then their entry at that index is missing, and we want to predict
this value.

2.3. Framework

Figure 3 gives an overall idea of the whole process presented in this paper. In our system, we have
opinion vectors for each user. However, some opinion values would be missing in the vector as users
did not participate in all the positions. We would apply the CSCCF opinion prediction model to predict
the missing opinion values. After this step, we would have a complete user-opinion vector or know
users’ opinion value at each position. In the next step, we would apply the k-means clustering algorithm
considering their opinions on all the positions under an issue. This process would give us different user
groups with similar opinionated users in the group on an issue. Also, we measured the group coverage
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of these user groups based on what percentage of the total user space contains a group. In this example,
group 1 contains 46%, group 2 contains 27%, and group 3 contains the system’s total users. Then we
analyzed the discussions of these positions under the issue to see how much representativeness these
groups have in the discussion. We measured how much of the discussion content each group contributed
to the discussion. For example, we divided the user into three different groups (Group 1, Group 2,
Group 3). Group 2 contributed 25%, Group 2 contributed 37.5%, and Group 3 contributed 37.5% of the
total discussion content. Considering the argument coverage and group coverage, we then determined
the group representation of these user groups in the position i discussion. From the results, we can see
that group 2 and group 3 are overrepresented in the discussion while group 1 is underrepresented.

3. Opinion prediction model

In this section, we describe our collaborative filtering based opinion prediction model with a brief
discussion on data requirement and time complexity analysis of our model. Collaborative filtering based
models identify the most similar users/items and predict the rating value from similar ones’ rating pat-
terns. In our case, items are different positions on the issues, and rating value is the user’s opinion
value in the positions. We will find the most similar user to predict the opinion on the non-participated
positions for a target user.

3.1. Data required for prediction

We use a viewpoint vector to represent the user opinion in different positions across issues. If a user did
not participate in a position discussion, the associated opinion value would be missing in the viewpoint
vector. We will use our opinion prediction model CSCCF to predict this missing user opinion. If a user
(x) did not participate in a position (t), we need the following information to predict user x’s opinion
value at position t : 1) Viewpoint vectors of each user in training data, 2) Viewpoint correlations of
opinion values between target position t with all other positions, and 3) Viewpoint vector of the target
user (User x). A viewpoint vector represents a user’s opinions in all the positions under all issues. Our
model calculates viewpoint vectors for every user in training data. If there are n position in the system,
the viewpoint vector of user i can be represented in the following format:

Ui = [
Ri

1, R
i
2, R

i
3, R

i
4, . . . , R

i
n

];
here, Ui is the viewpoint vector of user i. Ri

p is user i’s opinion at position p. If the user i did not
participate in position p, then Ri

p will be represented as an invalid or missing value.
The viewpoint correlation of opinion values between a target position and all other positions is a

vector of correlation values. Each value represents the correlation degree to which the opinion values
in the target position relate to another position. In our system, opinions across all positions have the
same value range from −1.0 to +1.0. A strong positive correlation between two positions indicates
that overall users have similar opinions in these two positions, users agree or disagree with similar
agreement levels. Likewise, a strong negative correlation indicates that users have opposing opinions in
these two positions; if users agree in one position, they will disagree in another position with a nearly
similar intensity. In contrast, a weak correlation value between two positions does not indicate any
linear relationship between users’ opinions in these two positions. Correlations between position i and
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j are calculated using users’ opinions at position i and j with Pearson Correlation Coefficient using
Eq. (1). We only included correlation values with high confidence values, correlation values with lower
confidence values determined from two-tailed p-values above or equal to 0.05 are set zero.

Cij =
⎧⎨
⎩

∑m
k=1(R

k
i −R′

i )×(Rk
j −R′

j )√∑m
k=1(R

k
i −R′

i )
2×

√∑m
k=1(R

k
j −R′

j )2
, if p-value < 0.05

0, else
(1)

Correlation values for a position t with other positions can be represented in the following way:

Ct = [Ct1, Ct2, Ct3, . . . , Ctn];

here, Ct is the correlation value vector of position t . Cti is the pearson correlation coefficient value
between position t and position i.

We can represent the target user (user x)’s viewpoint vector in the following vector format:

Ux = [
Rx

1 , Rx
2 , Rx

3 , Rx
4 , . . . , Rx

t−1, ?, Rx
t+1, . . . , R

x
n

];
here, user x’s opinion value at position t or Rx

t is missing, we will predict this value in the following
section.

3.2. CSCCF model description

We want to predict user x’s opinion value at position t or the value of Rx
t in the viewpoint vector of Ux .

We predict this value by integrating the opinion values of most similar users with respect to position t .
There are two steps in this process. First, we measure the opinion similarity of user x with every other
users who does not have a missing value at position t in the training data. Second, we integrate the
topmost similar users’ opinion values at position t as the predicted value for user x at position t ; Rx

t .
To measure the similarity between our target user x and other users in the training dataset, we first

remove any user who has a missing value at position t . The rest of the users who do not have a missing
value at position t are placed into user x’s candidate set. Then we measure the similarity between user x

and every user in the user x’s candidate set. We will calculate the similarity between user x and user y

to demonstrate similarity calculation. The viewpoint vectors of user x and user y are Ux and Uy .

Ux = [
Rx

1 , Rx
2 . . . Rx

t−1, ?, Rx
t+1 . . . . . . . . . Rx

n

]
Uy = [

R
y

1 , R
y

2 . . . R
y

t−1, R
y
t , R

y

t+1 . . . . . . . . . Ry
n

]
First, we remove the elements from the viewpoint vectors in which either one has a missing value. In

this case, Ux has a missing value at position t , but Uy does not. We remove opinion value at position t

(Rt ) from both viewpoint vectors. So, after this process, Ux would not have any missing opinion value,
and Uy would not have R

y
t opinion value at position t . Updated Ux and Uy are the following:

Ux = [
Rx

1 , Rx
2 . . . Rx

t−1, R
x
t+1 . . . . . . . . . Rx

n

]
Uy = [

R
y

1 , R
y

2 . . . R
y

t−1, R
y

t+1 . . . . . . . . . Ry
n

]
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Previously, the size of Ux and Uy was n. After removing the values, the size of these vectors is n − 1.
In the next step, we use the correlation values from the target position t’s correlation vector Ct to update
the viewpoint vectors. Each value in the viewpoint vector is multiplied with its corresponding correlation
value with the target position t . For example, the opinion values at position i Rx

i and R
y

i will be multiplied
by the opinion correlation value between position i and position t , Cti . The updated viewpoint vectors
are represented using the following notations U ′

x and U ′
y .

U ′
x = [

Ct1R
x
1 , Ct2R

x
2 , . . . , Ctt−1R

x
t−1, Ctt+1R

x
t+1, . . . , CtnR

x
n

]
U ′

y = [
Ct1R

y

1 , Ct2R
y

2 , . . . , Ctt−1R
y

t−1, Ctt+1R
y

t+1, . . . , CtnR
y
n

];
Here, the opinion value at position i is multiplied by the correlation value with position t , Cti .

Next, we calculate the cosine similarity between the updated viewpoint vectors U ′
x and U ′

y using
Eq. (2). The cosine similarity value is used to determine how similar user x and user y are with respect
to position t . The range of cosine similarity value is in between −1 to +1. Here, +1 represents the two
vectors are completely similar to each other, 0 represents that the vectors have no correlation, and −1
represents that two vectors are completely different from each other.

Similarity′(x, y) = CosineSim
(
U ′

x, U
′
y

) =
∑n

i=1,i �=t C
2
t iR

x
i R

y

i√∑n
i=1,i �=t C

2
t i(R

x
i )

2 +
√∑n

i=1,i �=t C
2
t i(R

y

i )
2

(2)

However, this similarity function does not consider the number of opinions both users have in their
opinion vector. This can overestimate the similarity between users who have only a few common opin-
ion values and may not have a similar overall opinion on issues. We adopted the following discipline
technique [32] to penalize users with items less than threshold values in the similarity function and solve
the overestimation problem.

Similarity(x, y) = Min(|U ′
x ∩ U ′

y |, γ )

γ
× Similarity′(x, y) (3)

Here |U ′
x ∩ U ′

y | is the number of items user x and user y have in common in their opinion vector. γ is
the threshold number of items in the opinion vector between two users. We experimented with different
values of γ from 1 to 16, the maximum number of values in the opinion vector in our dataset, and the
best result we got when we set the γ value at 7. In this way, we measure the similarity between user x

and every other user in x’s candidate set. Once we measure the similarity with all users, we sort and rank
the users based on their similarity value with our target user x. Then we select the top k most similar
users, here k is a constant model parameter. We investigated with different values for k such as 3, 5, 10
etc. We got the most accurate result when the value of k was set at 5 on our validation dataset. Our model
then integrates the opinion value at position t from the top k most similar neighbors; it averages the Rt

opinion value weighted by the similarity value using the following equation, as shown in (3).

PredictedValueof Rx
t =

∑k
m=1 Similarity(x, m) × Rm

t∑k
m=1 Similarity(x, m)

(4)



218 M.M. Rahman et al. / Cross issue opinion prediction

Our model measures the similarity between two users based on which position we are predicting. We
multiply the opinion values with their correlation value with the test position. It weights or prioritizes the
opinion values based on how important they are in determining the test position. If we predict another
position s, the topmost similar users for target user x will be different from the similar top users when we
predict position t . Our model also filters out uncorrelated opinion values by multiplying them by zero or
near zero in the similarity calculation.

3.3. Time complexity of CSCCF model

In this time complexity analysis, we will measure the time complexity of our model to predict a
single opinion value for one user. Suppose there are n available users, and p positions. We want to
predict opinion value for a user (user x) at a position (position t). We need to compute the similarity
between user x and all n available users. There are n similarity calculations in total in this process.
At each calculation, we update the viewpoint vectors of size p with the correlation values. The time
complexity of this approach is O(n × p). In the next step, we sort the similarity values from n users
and use the opinion values from top k users to make the prediction. The time complexity of this step is
the time complexity of sorting n numbers. We used a heap-based priority queue, so our approach’s time
complexity is O(n log n). So, our algorithm’s overall time complexity to make one single prediction for
one single user is O(n×p)+O(n log n). The time complexity of calculating the correlation values from
the training data is not included in this measurement. We perform this step only once in the beginning
and use it to predict opinion values for all test users.

4. Experiments

4.1. Empirical data description

We organized an empirical study in an entry-level sociology class in the spring of 2018 session. The
class had 344 undergraduate students, and they were asked to participate in this empirical study to discuss
different social issues for five weeks’ time span. The study contained four issues, and each issue had four
different positions. The students were given oral and written instructions on the empirical study’s rules,
how to use the system, and how to state their arguments and react or reply to other users’ arguments
in the system. Also, email communications were provided to students throughout the study if they had
any questions or faced any problem. The students were asked to contribute at least ten arguments in
each issue. In the end, the resulting discussion had over 10000 arguments, and 309 students posted at
least one argument. Ninety students participated in all the positions under four issues, which gave us
the complete dataset with no missing information for different experiments. We applied for Institutional
Review Board (IRB) approval from the university before conducting the study. We received the approval
to conduct the study and permission to use the anonymized data for research purpose afterward. The
following section describes different issues and positions for discussion in this empirical study:

4.1.1. Issue: Guns on campus
This issue posed the question: “Should students with a concealed carry permit be allowed to carry

guns on campus?” and contained the following four positions for discussion:

• (Position 0) No, college campuses should not allow students to carry firearms under any circum-
stances.
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• (Position 1) No, but those who receive special permission from the university should be allowed to
concealed carry.

• (Position 2) Yes, but students should have to undergo additional training.
• (Position 3) Yes, and there should be no additional test. A concealed carry permit is enough to carry

on campus.

4.1.2. Issue: Religion and medicine
This issue posed the question: “Should parents who believe in healing through prayer be allowed to

forgo medical treatment for their child?” and contained the following four positions for discussion:

• (Position 4) Yes, religious freedom should be respected.
• (Position 5) Yes, but only in cases where the child’s life is not in immediate danger.
• (Position 6) No, but may deny preventative treatments like vaccines.
• (Position 7) No, the child’s medical safety should come first.

4.1.3. Issue: Same sex couples and adoption
This issue posed the question: “Should same sex married couples be allowed to adopt children?” and

contained the following four positions for discussion:

• (Position 8) No, same sex couples should not be allowed to legally adopt children.
• (Position 9) No, but adoption should be allowed for blood relatives of the couple, such as

nieces/nephews.
• (Position 10) Yes, but same sex couples should have special vetting to ensure that they can provide

as much as a heterosexual couple.
• (Position 11) Yes, same sex couples should be treated the same as heterosexual couples and be

allowed to adopt via the standard process.

4.1.4. Issue: Government and healthcare
This issue posed the question: “Should individuals be required by the government to have health

insurance?” and contained the following four positions for discussion:

• (Position 12) No, the government should not require health insurance.
• (Position 13) No, but the government should provide help paying for health insurance.
• (Position 14) Yes, the government should require health insurance and help pay for it, but uninsured

individuals will have to pay a fine.
• (Position 15) Yes, the government should require health insurance and guarantee health coverage

for everyone.

The four positions under each issue are categorized in advance as conservative, moderately conserva-
tive, moderately liberal, and liberal viewpoints on the issue.

4.2. Methods to test against

We implemented different popular opinion predictive techniques and compared their accuracy with our
CSCCF model using the collected empirical dataset. These methods include one neural net, two matrix-
factorization based approaches, and six different memory-based collaborative filtering models. The only
difference between these CF models and our CSCCF model is the similarity calculation between two
users. CSCCF and these CF models predict Opinion value from the most similar users in the same way.
The following section briefly describes all the comparison models.
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Fig. 4. Neural network architecture.

4.2.1. Cosine Similarity based CF (CSCF)
This method used the Cosine similarity between the original viewpoint vectors to select the topmost

similar users. For two users x and y, their similarity is measured using their agreement vectors Ux and
Uy with the following equation.

CosineSimilarity(Ux, Uy) =
∑n

i=1,i �=t R
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i )
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2

(5)

As compared to our CSCCF model, this method does not consider correlation values with the target
position; each value in the agreement vector has the same priority in the similarity calculation. In our
CSCCF model, we measure similarity on the updated viewpoint vectors multiplied by correlation val-
ues with the target position. In the similarity calculation, more correlated position values will have a
higher value difference range than the less correlated ones, which indirectly incorporates the importance
of more correlated indexes. Testing our method against this method highlights the importance of the
position correlations when predicting different values.

4.2.2. Neural network
Neural networks have been used extensively in research to solve complex problems, and have been

modified to solve collaborative filtering problems. The neural network we implemented is a model-based
hybrid collaborative filtering model through a neural network approach, as described in [56]. This model
captures the essence of both content-based filtering and collaborative filtering models: content informa-
tion, preference, similarity, or correlation between the users or items from the dataset. This model uses a
set of latent factors/embeddings for both users and items through a neural network approach. It employs
two different kinds of latent input variables. First, the latent variables for known features of user/item,
which take advantage of content-based filtering. Second, the latent input variables to capture the correla-
tion/preference/similarities for both user/item in the dataset. These latent input variables represent a user
and item, which are input to our neural network model. The output of this model the associated rating
for the input user and item. During the training phase, the neural net model learns the weights and latent
input variables simultaneously. These latent variables are updated with respect to error using a generative
backpropagation algorithm the same way internal weights are updated. The neural network model can
be trained in the three phases. In the first phase, the models compute an initial estimation of the latent
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input variables without updating the model’s internal weights. And based on the error on the output, it
updates the latent input variables. The updated latent input variables are kept fixed in the second phase.
This phase updates the weights and tries to converge with fixed latent input variables so that model can
train without the moving input. In the third phase, the model updates the weights and input together. All
these three phases use stochastic gradient descent. The first two phases provide a good initial estimation
of the input and model weights, which helps the gradient descent figure out a better local optimum. For
more details on this technique, please refer to [56].

We experimented with different numbers of latent inputs for both users and positions in our neural
network implementation. We iterated through 1 latent input to 16 latent inputs for each user and each
position and evaluated the neural network model’s performance. We got the best result when we used
two latent variables for each user and two latent variables for each position. So, in total, these four
variables (two for one user, two for one position) were the input in our neural network. And the output is
the predicted opinion of the input user on the input position (one output). Figure 4 shows the architecture
of our neural network model. We used this topology in our neural net implementation: linear layer (4,
6) � Tanh layer (6, 6) � linear layer (6, 1) � Tanh layer (1, 1). The first numbers represent the input
dimension, and the second number represents the output dimension in each layer. The first layer is a
linear layer with input dimension 4 representing the latent input variables. Tanh is the activation function
applied to the dense hidden layer. Then a final linear layer is applied with the input of 6 dimensions and
output of 1 dimension. This output is the predicted opinion value of the input user and position. The
model attempted to predict the user’s opinion, given a user’s latent vector and a position’s latent vector.
In the training time, the neural net used stochastic gradient descent to update the inputs and weight
parameters, and sum squared error (SSE) was used to optimize the neural net.

We experimented with both latent and known features for the user and position in our implementation.
The best result we got, using only the latent features for both user and position. On the latent variables,
we tried various input layer vector sizes, the best result we got when the latent vectors were at length 2
for both users and positions. These four variables (two for one user, two for one position) were the input
in our neural network, and the output is predicted opinion (one output for a position). Also, we trained
our neural net model with one phase training for simplicity instead of training the weights and latent
input variables in three phases.

4.2.3. Matrix factorization
Matrix factorization is a popular predictive method that decomposes a matrix into multiple matrixes

such that when they are multiplied together, it returns the original matrix. We implemented a matrix
factorization based collaborative-filtering model. In our case, the original matrix is the user (U ) – posi-
tion (D) matrix (R = |U | × |D|) which is further broken down in two matrices (P = |U | × |K| and
Q = |D| × |K|) to discover K latent features associated with users and positions.

R ≈ P × QT (6)

We implemented a Regularized Incremental Simultaneous MF as described in [61], which applies regu-
larization techniques via penalizing the magnitude of vectors to avoid overfitting. We used the following
equation to measure the overall error in each iteration and check whether it is below the threshold level.

e2
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Here, pik and qkj are the individual elements of P and Q matrix. β is the regularization term, which
avoids overfitting of the user and position vectors P and Q for balanced approximation of R. With the
regularization term, we used the following update rule for pik and qkj :

p′
ik = pik + α(2eijqkj − βpik)

q ′
kj = qkj + α(2eijpik − βqkj )

(8)

Here, p′
ik and q ′

kj are the updated value of pik and qkj . α is the learning rate by which the values of pik

and qkj are updated. The value of α was 0.0002 and β’s value was 0.02 in our experiment.

4.2.4. Probabilistic matrix factorization
This is a probabilistic matrix factorization based collaborative-filtering model. We implemented Prob-

abilistic Matrix Factorization (PMF) as described in [37]. PMF is a Matrix Factorization based model
that uses a probabilistic linear model and considers Gaussian observation noise. Like with the neural
network and matrix factorization, PMF assumes users and positions have latent vectors of size k. How-
ever, unlike matrix factorization, the latent matrices are drawn from a normal distribution, determined
by each row’s means and variances in the original matrix. So, when they are multiplied together, the
resulting matrix is also normally distributed. The resulting matrix is derived in (8).

R ≈ N
(
P × QT , σ 2

)
(9)

Here, P is the latent matrix for the user features, Q is the latent feature matrix for the positions, and σ

is the variance in the original training matrix. N is a function that samples from a Gaussian distribution
defined by the product of P and QT with variance σ 2. We used the following equation we updated the
values of pik and qkj , which are the individual elements of P and Q matrix, respectively.

p′
ik = pik + α(eijqkj − βpik)

q ′
kj = qkj + α(eijpik − γ qkj )

(10)

Here, α is the learning rate for the update of model parameters. β, and γ is the regularization terms
for user and item factors. The values of α, β, and γ were 0.02, 0.025, and 0.002 respectively in our
experiment. We used a Java Platform Standard Edition 8’s built-in normally distributed random number
generator [48] with a mean of 0.0 and standard deviation of 1.0 for value initialization in our PMF
implementation.

4.2.5. Spearman Rank Correlation Similarity based Collaborative Filtering (SRCSCF)
This CF model uses the items’ rank/index instead of items’ values in the similarity calculation. We

used the original viewpoint vector (Ux and Uy) and sorted the opinion agreement values in different
positions. Then, we used the indexes of opinion value in the sorted vector as the ranks of the user’s
opinion values. We measured the similarity between user x and user y using the following equation:

Sim(ux, uy) = 1 − 6
∑n

h=0 d2
h

n(n2 − 1)
(11)

Here, dh is the difference in their ranks for an opinion at a position h between user x and user y. n is the
number of positions at which both user x and user y participated or has valid opinion values.
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4.2.6. Jaccard Similarity based Collaborative Filtering (JSCF)
This model measures the similarity between two users based on the number of items they rated with

similar values. In our case, we rounded the opinion agreement values from the original viewpoint vector
Ux and Uy up to two decimal points and checked whether the opinion values are similar or not. Then we
measured the similarity between user x and user y using the following equation:

Sim(ux, uy)
JSCF = J

(
U ′

x, U
′
y

) = U ′
x ∩ U ′

y

U ′
x ∪ U ′

y

(12)

4.2.7. Normalized Mean Squared Difference Similarity based Collaborative Filtering (NMSDSCF)
This model measures the Mean squared difference between the two original viewpoint vector Ux and

Uy and then normalizes it with the maximum mean squared difference. Then it measures the similarity
between two users using the following equation:

Sim(ux, uy)
NMSDCF = 1 − Normalized Mean Squared Difference(Ux, Uy) (13)

4.2.8. Jaccard and Mean Squared Difference Similarity based Collaborative Filtering (JNMSDSCF)
This method integrates the jaccard similarity and mean squared difference similarity to measure the

similarity between user x and user y using the following equation:

Sim(ux, uy)
JNMSDCF = Sim(ux, uy)

JSCF × Sim(ux, uy)
NMSDCF (14)

4.2.9. Pearson Correlation Similarity based Collaborative Filtering (PCSCF)
This model calculates the Pearson correlation coefficient value from original viewpoint vectors (Ux

and Uy), and use it as the similarity between user x and user y.

4.2.10. Constrained Pearson Correlation Similarity based Collaborative Filtering (CPCSCF)
This model is a modification of Pearson Correlation based Collaborative Filtering. It uses the midpoint

instead of the mean rating value to measure the correlation and use it as the similarity between user x

and user y.

4.3. Experimental results

4.3.1. Predicting opinion in a single position with different level of sparsity
In this experiment, we analyzed the accuracy of our CSCCF and other baseline models in terms of

Mean Absolute Error (MAE) when they predict user opinion in a single position. MAE value is cal-
culated from the actual and predicted user opinion value at a particular position. We conducted this
experiment in two variations of the dataset to evaluate accuracy in different level of sparsity. One vari-
ation of the dataset is the complete user-opinion dataset, where all users have opinion values in all the
positions, and there are no missing opinion values. We refer to this dataset as ‘complete dataset (without
any missing opinion values).’ Another variation is the entire user-opinion dataset, which is the original
dataset collected from the empirical study. As many users did not participate/express opinions in many
discussions, so this dataset contains missing opinion values. We refer to this dataset as ‘entire dataset
(with missing opinion values).’ We performed cross-validation on both datasets and averaged the MAE
value over two repetitions. In each repetition, we performed five iterations of evaluations of the models.
We randomly divided the dataset into two parts in each iteration, 80 percent as the training data and 20
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Fig. 5. MAE on predicting single position of different models with on entire dataset.

percent as the testing data. Also, we made sure we do not repeat the same data into the test set in between
the iterations and repetitions. Using this test environment, we evaluated the accuracy for each position
and averaged the MAE values. This MAE value across all positions is reported in the experimental
results. The following two sections contain the result of this experiment.

Accuracy on entire dataset (with missing opinion values). Figure 5 contains the accuracy values of
different models in terms of MAE. From the results, we can see that CSCCF outperformed every other
model in every position. The average MAE value of the CSCCF model is 0.109, whereas the MAE
value from the second best-performing model PMF is 0.350. The MAE value from all other models
lies in between 0.351 to 0.42. The MAE value for all other models was in between a narrow range. In
contrast, the CSCCF model shows visible improvement filtering out uncorrelated opinion values and
weighting related opinion values as per their importance to predict the test position. For example, when
we measured the MAE value for position 14, all comparison models hovered between 0.31 and 0.39, but
the CSCCF model achieved the MAE value of 0.09. From this experimental result, we can see that the
CSCCF model outperformed all baseline comparison models, which show the importance of weighting
the opinion values by their correlation values with the test position in the similarity calculation.

Accuracy on the complete dataset (without any missing opinion values). In this experiment, we com-
pared the accuracy of CSCCF and other baseline models on the complete user-opinion dataset, where
every user had opinion value in every position. Figure 6 contains a summary of this experiment. Com-
pared to the MAE value on the entire dataset, the MAE value of the CSCCF model decreased to 0.093
on this complete dataset. However, the MAE value of the second-best performing model, which is PMF
in this experiment got increased to 0.365. With few exceptions, the MAE of the comparison models
tended to decrease in this complete dataset, especially for the CF-based models. So, less sparse data in
the user feature vector is helping to find similar users more effectively. The MAE value of Matrix Fac-
torization, Probabilistic Matrix Factorization, and Neural Net models increased in this dataset compared
to the entire dataset. We think these models are suffering to figure out the latent relationship between
users to their opinions because of the smaller data size in this dataset. Which is why the MAE value
got increased compared to their MAE values on the entire dataset. The experimental result shows that
the CSCCF model outperformed other models not only in the sparse dataset, it also outperformed these
models in a complete dataset with no missing values.
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Fig. 6. MAE on predicting single position of different models with no missing values.

Experimental result analysis. The improvement over CF-based models, especially the Cosine Simi-
larity based CF (CSCF), shows the usability of position correlations in similarity calculation. In CSCF,
each position agreement value in the viewpoint vector has a similar priority when we measured the sim-
ilarity between two users. Whereas in our CSCCF model, each opinion value is weighted according to
the correlation with the target position. Our model CSCCF also outperformed Neural Net, Matrix Fac-
torization, and Probabilistic Matrix Factorization models. We think limited data size and missing values
within this limited dataset are the main reason for the underperformance of the neural network models.
As most of the users did not participate in all the position discussions, our dataset contained many miss-
ing values. At most, each user can have a maximum of 16 opinion values. So, there are not a lot of values
to learn about users and discover their patterns. As a result, the latent features and relationships learned
by the neural network and matrix factorization-based models are most likely to be underdeveloped. It
may have contained little meaningful information to learn about user-opinion space and exploit those
learned relationships for effective opinion prediction resulting in lower accuracy.

Our model handles the data sparsity issue by utilizing the global correlation values calculated from
training data and using them for each user with their limited available information. As there was not
much data to learn about the individual user, our model made the best use of data by integrating the
global correlation with users’ personalized data points.

4.3.2. Predicting opinion on multiple positions across issues
In this experiment, we evaluated the CSCCF model’s accuracy when it predicts user opinion values

at two to six positions simultaneously. With a fivefold, two repetitions and 80:20 ratio for training and
test data, we used all possible combinations while testing at each number of positions. For example,
when we predict two positions simultaneously, we experimented with all possible 120 combinations of
two-position indices; (0, 1), (0, 2) . . . (14, 15) as the testing positions and averaged the MAE values.
We used this similar process to predict user opinion at 3 to 6 positions simultaneously. Figure 7 shows
the result of this experiment on the complete dataset with no missing values. The MAE value increases
with more positions being predicted at the same time. The average MAE value is relatively low up to 3
positions being predicted simultaneously; after three positions, the MAE value increases faster. As our
model uses the opinion values from the correlated positions to predict the opinion value at a position.
If the positions being predicted are correlated with each other, it will increase our model’s MAE value
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Fig. 7. MAE on different number of positions prediction.

Fig. 8. MAE on different train data percentage.

than when they are being predicted alone. Our model would not be able to use the opinion values from
correlated positions to predict the test position as those positions are also being predicted simultaneously.
This low data usage is affecting the MAE value of our model. For example, if we predict position 1 and
position 5 simultaneously, and position 1 and position 5 are correlated, then the MAE value would be
higher. This is because when we predict position 1, our model won’t be able to use the opinion value
from position 5 and vice versa.

4.3.3. Predicting opinion with different training data size
In our model, we calculate the correlation value between positions from the training data; the number

of samples in the training data should impact the overall accuracy of the CSCCF model. We evaluated
the impact of varying training data sizes on the overall accuracy of the CSCCF model in this experiment.
We divided the training and testing data into different ratios such as (80:20), (70:30), etc. and measured
the MAE values at different training and testing data ratios. Figure 8 shows our model’s MAE value on
the dataset with no missing values at different training data percentages. The smaller the training size,
the larger the MAE value gets as some of the most similar users might be missing from training data.
This rate increases after we include 70% of the users as training data but remains within 0.1 until we
included 50% of the users in the training set. This test shows that even smaller sizes of training data do
not affect the model drastically as a whole; it might affect individual positions.
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4.3.4. Predicting opinion by the baseline comparison models on the filtered dataset by different
correlation degree with different level of sparsity

Our CSCCF model weighs the opinion values according to their correlation values with the test posi-
tion in the similarity measurement between users. This step filters out uncorrelated opinion values and
is the major contributing factor for the high accuracy achieved by the CSCCF model. In this experiment,
we evaluated the impact of filtering the dataset by different correlation degrees on the baseline models’
overall accuracy and whether filtering enables these baseline models to outperform the CSCCF model.

To test this approach, we calculated the correlation values between the positions from the training data.
Then we used the correlation values to filter out positions in the similarity calculation of collaborative
filtering models. On a particular threshold correlation value, positions with greater or equal threshold
correlation values were only used when calculating the similarity between users. In MF and PMF, agree-
ment values in positions with lower correlation values with the test position were removed from the
user-item matrix. This step will ensure that these values will not be used by these methods to predict the
test position. The neural net model we implemented uses latent feature variables to learn about individ-
ual users and positions. In training time, for each (user, agreement value at a position) pair, it updates
the associated latent user vector and latent position vector. At the end of the training, we have the final
latent user vectors for each user and latent position vectors for each position. In testing time, for a (user,
position) value pair, the associated latent vectors of user and position are loaded to predict the opinion.
The idea of incorporating correlated data points in training time is not valid here, as for a (user, position)
pair (x, y), the x’s latent vector and y’s latent vector are used to update them. This step does not use all
data points to enable us to incorporate y’s correlated values only. For this reason, we did not include the
neural net model in this experiment.

Accuracy on the entire dataset (with missing opinion values). We filtered the entire user-opinion
dataset by different correlation values and measured the MAE values in this experiment. Figure 9 con-
tains a summary of this experiment. For all CF models, the lowest MAE value was achieved by filtering
the dataset with a threshold correlation value of 0.1; the MAE value at this point is significantly smaller
than when the unfiltered dataset was passed to the CF-based models. After the 0.1 threshold correlation

Fig. 9. MAE on entire dataset with different threshold correlation values.
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Fig. 10. MAE on complete dataset with different threshold correlation values.

point, increasing correlation values resulted in higher MAE values. The original dataset contains lots
of noisy and irrelevant values. By filtering the dataset at the correlation value of 0.1, noisy values got
removed from the dataset, which triggered the lowest MAE value for the collaborative filtering models.
But further removing more data points by threshold correlation values makes the data size too small
for collaborative filtering models to find users with reasonable similarity to derive or predict agreement
value with high accuracy. The lowest MAE value was achieved by feeding the entire unfiltered dataset
to both MF and PMF models. With each filter applied by threshold correlation value, the dataset got
too small and probably lost meaningful information to determine the latent features and relationships
between users and items. This is why the MAE value was best when data was unfiltered than the filtered
ones at different correlation values. None of these baseline models achieved high accuracy as the CSCCF
model at all the threshold correlation degree. This experiment shows that even filtering the dataset did
not enable these baseline models to outperform CSCCF’s accuracy on the entire dataset.

Accuracy on the complete dataset (without any missing opinion values). In this experiment, we filtered
the complete dataset with no missing value and fed them into different baseline models. Figure 10 con-
tains a summary of this experiment. Matrix factorization and Probabilistic Matrix Factorization followed
a similar pattern of the MAE values at different threshold correlation values. For both MF and PMF, the
best MAE value was achieved by feeding the unfiltered dataset to the models. This complete dataset is
already small in size; further filtering is making this dataset smaller in size. The smaller data size affects
the learning process in MF and PMF, resulting in lower accuracy in the filtered dataset than the unfiltered
one. For all CF models except JSCF, the best MAE value was achieved at the threshold correlation value
of 0.1; after that, the MAE value increased gradually with increasing correlation values. None of the
models outperformed CSCCF’s accuracy on the complete dataset in this experiment.

4.3.5. Predicting opinion by the baseline models on the preprocessed dataset with different level of
sparsity

In our CSCCF model, we multiplied the opinion values by their correlation values with the test position
in the similarity measurement to prioritize data points according to their relevance with the test position.
In this experiment, we analyzed the impact of feeding the weighed datapoints by correlation values to
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Fig. 11. Mean absolute error of different models on modified entire dataset.

Fig. 12. Mean absolute error of different models on modified complete dataset.

different baseline models and whether this step enables any of these models to outperform the CSCCF
model. To analyze this scenario, we calculated the correlation values between different positions from
the training data. For a particular test position, we multiplied the correlation values with the original
agreement values in the training data. Then we measured the average MAE value on the modified dataset
using the 80:20 training testing data ratio and fivefold, two repetition cross-validation setup.

Figures 11 and 12 contain the summary of this experimental result on the entire dataset (with missing
opinion values) and the complete dataset (without any missing opinion values). On the entire dataset, MF
and PMF achieved the lowest MAE value compared to other collaborative filtering models. However,
on the complete dataset, MF and PMF achieved the worst MAE value out of all prediction models,
and NMSDCF achieved the lowest MAE value. The correlation-based CF models use correlation values
as the similarity between users or items. The relationship cannot be extracted by further calculating
correlation values on the modified by correlation data. This is the reason for the worse performance of
these correlation-based CF models. Even though the values were multiplied by the correlation values on
the complete dataset, the smaller size of the dataset is the reason we think MF and PMF did not achieve
as low MAE value as on the entire dataset. This also strengthens the fact that MF and PMF models need
more data to extract latent relationships between users to items to predict with high accuracy. None of
these models outperformed CSCCF even with the modified dataset, which signifies the importance of
weighing the data in similarity calculation as performed by the CSCCF model.
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Fig. 13. MAE by CSCCF model on two datasets at different threshold correlation values.

4.3.6. Determining threshold correlation values for reasonable accuracy by CSCCF model
Our CSCCF model relies on the correlation values on the dataset to predict opinion with reasonable

accuracy. In this experiment, we tried to determine the threshold correlation value that needs to be present
in the dataset to achieve high accuracy by the CSCCF model. At first, we measured the MAE value by
the CSCCF model both on the entire dataset (with missing opinion values) and on the complete dataset
(without any missing opinion values). Then, we filtered both datasets by different correlation values
and measured the corresponding MAE values to determine the threshold correlation value. Figure 13
summarizes the result of this experiment. From the results, we can see that the CSCCF model achieved
the highest accuracy when both datasets were filtered by a correlation degree of 0.15. Although filtering
by the higher correlation value should yield to lower MAE value, it also reduces the percentage of data
used in the prediction model. This is the reason filtering by higher correlation is resulting in higher
MAE values. A balance between filtering by a correlation degree and the percentage of data used by
the model needs to be considered. In our case, we utilized 80 percent or above of available data when
we achieved the lowest MAE values, and threshold correlation values were between 0.1 to 0.2. These
threshold correlation values might not remain valid in another dataset. This experiment needs to be
performed to determine the optimal threshold value for the filtering process before utilizing the threshold
correlation value in the CSCCF model. If we can determine the threshold correlation value CT , then the
similarity calculation in our opinion prediction model will be updated in the following way:
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5. Opinion prediction model application

CSCCF opinion prediction model can be used to analyze different social phenomena in our ICAS
system. In this section, we analyzed Group Representation phenomena to showcase how the opinion
prediction model can be used in our system.
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5.1. Group representation phenomena analysis

In our system, users contribute to the discussion by posting numerous arguments. The arguments
generally contain the opinions, rationale, ideas, etc. favoring the participating user’s opinion or perspec-
tive on the issue. On a collective level, the entire discussion content represents the viewpoint, opinions,
rationale, etc. of the participating users. However, typically users with different perspectives do not par-
ticipate in the discussion proportionally. If a particular opinionated group participates in the discussion
mostly, they will contribute to most of the discussion content. The overall tone of the arguments in the
discussion might favor their opinion values. And if a particular opinionated user group does not partici-
pate in the discussion, the discussion would not represent their viewpoint at all. When a new user reads
the discussion, he/she might get the idea that the majority of the people have this one particular kind of
opinion on this issue as the majority of the arguments favors this viewpoint. However, this may not be
the real scenario. Users with different perspectives other than the participated ones did not have signifi-
cant enough participation in the discussion to be noticed or give people ideas about their opinions, ideas,
viewpoint, etc. on the issue. This may create some bias to the reader’s mind as the discussion content is
not proportionally representative of different opinionated user groups.

We can measure how much a particular opinionated group is represented in the discussion to inform
the readers how representative a discussion is of a user group. If a user group contributes a proportionate
number of arguments in the discussion, then that discussion is ideally representative for that user group.
Proportionate means that a user group’s number of arguments matches their share of total users in the
platform. For example, suppose a user group contains 20 percent of the total users and contributes 20
percent of the discussion’s arguments. In that case, that discussion is ideally representative of that user
group. If a user group contributes more arguments than their proportionate share, then the discussion
is over-representative of that user group. If a user group contributes fewer arguments than their pro-
portionate share, then that discussion is under-representative of that user group. We will measure this
phenomenon using the “Group Representation” metric.

To measure this group representation metric, we need to group users based on their opinion on an
issue. Then for each group, we need to measure the percentage of the total users this group covers. We
will also measure the portion of the discussion content each group contributed to the discussion. Using
the user and argument coverage, we will measure the group representation value for each opinionated
group in the discussion. We defined the following term “User Coverage” to measure the portion of the
whole user-space a particular group covers.

User Coverage = Number of Users in a Group/Total Number of Users (16)

We defined another term, “Argument Coverage,” to measure the portion of arguments in the discus-
sion a particular group contributed to convey their idea, beliefs in the discussion. We assumed that all
arguments have similar strengths in the ‘Argument Coverage’ metric. Various factors can contribute
to the status/value/strength of an argument. For example, the length of an argument, the number of
replies/reactions to the argument, depth of the argument in the argumentation tree, topics/rationale
present the argument, level of replies to the argument, etc. and different hidden factors that capture
users attention. It is challenging to identify all these factors and analyze which factor is more important
than others for the ‘Argument Coverage’ metric. We would need another model to identify these factors
and measure these factors’ exact importance/weight. So, we assumed that all arguments are equivalent in
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terms of their importance in the ‘argument coverage’ metric for simplified calculation with the following
equation:

Argument Coverage = Number of Arguments by a Group/Total Number of Arguments (17)

If user coverage and argument coverage are equal for a user group, this group is ideally represented in
the discussion. If argument coverage is higher than user coverage, then this group is over-represented.
If it is lower, then under-represented in the discussion. We defined the group representation for a group
using the following equation:

Group Representation = Argument Coverage/User Coverage (18)

From the above discussion, we can see that to analyze this “Group Representation” phenomenon, we
need to cluster or group users based on their opinion on an issue. However, users did not participate in all
the positions of an issue in our argumentation platforms. So, the resulting dataset contains lots of missing
information. Clustering algorithms struggle to analyze the dataset with missing values. Typically they
discard the users with missing values, which limits the user analysis scope. Clustering algorithms impute
the missing values with global values such as observed mean, median, or the most frequent values.
However, imputation with such global values often introduces several problems, and the resulting groups
often have very little meaningful information. We can also impute the missing values with our CSCCF
opinion prediction model. In the following section, we cluster the users imputing the missing value
with global values. With the predicted values from CSCCF, then we analyze which process gives more
meaning user groups. With the resulted user groups, we examine “Group Representation” phenomena in
the discussion.

5.2. Clustering users with traditional imputation approach

We imputed users’ missing opinion values at different positions using the mean agreement value from
all users in that position. Then, we applied the K-Means clustering algorithm to group users based on
their opinion on an issue with a different number of clusters and evaluated the clustering quality with
the Silhouette score. For the ‘Guns on Campus’ issue, the best clusters were found when the users
were divided into five groups. For ‘Religion and Medicine,’ ‘Same Sex Couples and Adoption,’ and
‘Government and Healthcare’ issues, the best clusters were found when the users were divided into six,
four, and five groups, respectively.

Table 1 contains the clustering result in the Guns on Campus issue. In this issue, we have position
0 (G1), position 1 (G2), position 2 (G3), and position 3 (G4), and the best clusters we got when the
number of clusters was defined at 5. The mean agreement value for G1, G2, G3, and G4 positions are

Table 1

Group characteristics for gun issue using column mean as missing value

Group no Group size G1: Value G2: Value G3: Value G4: Value
0 39 −0.42 0.11 0.37 0.52
1 119 0.27 0.11 0.12 −0.43
2 51 0.70 −0.55 −0.4 −0.75
3 39 0.86 0.24 −0.6 −0.8
4 60 −0.50 0.36 0.56 −0.43
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0.20, 0.11, 0.12, −0.43, respectively. In general, groups merged users with missing values and users with
near missing values and put them in one group. Group 0 is made of users with missing values and users
with near missing values at the G2 position. Users of Group 4 have either missing values or near missing
values at the G4 position. Group 1 is the largest group out of 5 groups; its users have missing values at
G2, G3, and G4 positions or their agreement values are near the missing values. We also observed the
same phenomena of grouping users with near and missing opinion values together on other issues. We
also tried imputing the missing values with median agreement value and the most frequent agreement
value in a position. The resulting pattern is the same as imputing the missing values with mean agreement
value. Clustering algorithms treat the users with missing values and users with near missing values in a
similar way and put these users into one group. If these users did not have missing values, they might not
be in the same group. So, the clustering algorithms’ output groups are not reliable and contain incorrect
groupings of many users.

5.2.1. Clustering with predicted values from CSCCF
We imputed the missing values using the CSCCF for each missing opinion values in the dataset. On

the complete dataset (without any missing opinion values), we then applied the K-Means clustering
algorithms to group users based on their opinion within an issue. This clustering results we got this
time are much improved and better than the three missing value imputation methods discussed in the
earlier section. This time the clustering algorithm did not put the users with missing values at a posi-
tion together into one group. Also, the output groups have definite characteristics than the previously
generated opinionated user groups. The following Table 2 contains the group results generated from
the clustering algorithm with each group number, their size, overall group opinion (average agreement
value) at four positions (Positions 0 (G1), Position 1 (G2), Position 2 (G3), and Position 4(G4)). In the
last row, it also shows the overall user opinion (average agreement values at four positions) of all users
in the system.

Both Group 0 and Group 3 strongly support that college campuses should not allow students to carry
firearms under any circumstances. But Group 0 does not hold this belief for exceptional cases of allowing
to carry concealed firearms by those who receive special permission. In contrast, Group 3 does not favor
for these exceptional cases. However, Group 0 and Group 3 disagree that a concealed carry permit or
additional training would validate students to carry guns on campus. Group 2 is more approving for
students carrying guns but with restrictions like special permission, additional training, or test than
banning guns on campus totally or giving students full freedom to carry guns on campus. Group 1 has a
similar opinion to group 2, but they support giving students’ freedom to carry guns on campus. Group 4
is the largest of these five groups in user numbers; supports mostly that carry permit is not enough; some
restrictions should be applied to allow students to carry firearms on campus.

Table 2

Statistics of different user groups for gun issue

Group no Group size G1: Value G2: Value G3: Value G4: Value
0 61 0.75 0.35 −0.2 −0.75
1 43 −0.53 0.29 0.37 0.40
2 71 −0.30 0.34 0.54 −0.44
3 47 0.75 −0.55 −0.6 −0.8
4 86 0.47 0.05 0.36 −0.55
Overall 308 0.37 0.18 0.23 −0.55
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From the above discussion, we have shown how the prediction model helped us identify user groups
with definitive characteristics compared to the previous missing value imputation results. With these
defined user groups, we analyzed user group representation in the various issue discussions.

5.3. Group representation experimental results

This section contains the group representation experimental results in the four issues in our system.
We described the group representation experimental results in detail in one position and provided an
overall summary of the four positions in each of the issues.

5.3.1. Result on guns on campus issue
Table 3 contains the group representation results for five different groups in position 2 discussion.

From the results, we can see that Group 0 and Group 4 are under-represented, whereas Group 1, Group
2, and Group 3 are over-represented in the discussion of position 2. Although Group 4 is the largest
group in user size but did not have the highest number of arguments in the discussion. Even though
Group 2 was not the largest group user size-wise, they are the largest group represented in the discussion
according to the number of arguments. So, they are over-represented in the discussion.

Table 3 presents group representation results of user groups only in one position (position 2). Figure 12
presents the group representation experimental results of user groups at all four positions (positions 0, 1,
2, and 3). From Fig. 14, we can see whether a group is over or under-represented in the discussion at all

Table 3

Group representation of different user groups for guns on campus issue at position 2

Group no Group
size

Group
percentage

Number of
arguments

Argument
percentage

Group
representation

Representation

0 61 0.198 97 0.167 0.844 Under-represented
1 43 0.140 85 0.146 1.050 Over-represented
2 71 0.230 153 0.263 1.144 Over-represented
3 47 0.152 106 0.183 1.198 Over-represented
4 86 0.279 139 0.240 0.858 Under-represented

Fig. 14. Group representation of different groups at different positions of gun issue.
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four positions on the gun issue. Group 0 is under-represented in all four positions, whereas Group 1 is
over-represented in all positions except position 1. Group 2 is under-presented in position 0 and position
3, but over-represented in position 1 and position 2. Group no 3 is over-represented in all positions except
position 3, whereas Group 4 is under-represented in all positions except position 1. In summary, Group
1 is the most over-represented, and Group 0 is the most under-represented group in all the discussions.

5.3.2. Result on religion and medicine issue
There are six user groups (Group 0, Group 1, Group 2, Group 3, Group 4, and Group 5) in this issue.

Table 4 contains the opinions of these user groups in the discussion of position 4 (R1), position 5 (R2),
position 6 (R3), and position 7 (R4). Group 3 holds conservative viewpoints on this issue. They agree
that a child’s medical safety should not come first over the religious freedom of denying any medical
facilities. They agree that religious freedom should always be respected, only not when the child’s life
is in immediate danger. Group 0 is overall in the middle. They agree that religious freedom should be
respected, and parents may deny preventative treatments like vaccines. However, their opinion prioritizes
support for child’s medical safety, rather than religious freedom. Group 1, Group 2, Group 4, and Group
5 hold liberal viewpoints on this issue. These groups agree with the child’s medical safety should come
first and disagrees with the idea that religious freedom should be respected. They disagree that parents
may deny preventative treatments like vaccines. Group 4 has the strongest association; Group 5 has the
second-highest strong association, and Group 1 the least strong association in their opinions among these
four groups.

Table 5 contains the group representation results in the discussion of position 6. From the results,
we can see that Group 0, Group 1, and Group 2 are under-represented in the discussion of position 2.
Whereas Group 3, Group 4, and Group 5 are over-represented in the discussion of position 2. Group 3
is the most over-represented group in this discussion. This group contains only 12% of the total users
but contributes around 15% of the discussion’s total arguments. Group 1 is the least under-represented

Table 4

Statistics of different user groups for religion and medicine issue

Group no Group size R1: Value R2: Value R3: Value R4: Value
0 52 0.29 0.6 0.4 0.57
1 51 0.28 0.12 −0.29 0.59
2 78 −0.4 0.47 0.26 0.63
3 37 0.28 0.23 0.05 −0.25
4 41 −0.53 −0.2 0.04 0.89
5 49 −0.43 0.4 −0.7 0.86

Table 5

Group representation of different user groups for religion and medicine issue at position 6

Group no Group
size

Group
percentage

Number of
arguments

Argument
percentage

Group
representation

Representation

0 52 0.17 86 0.16 0.95 Under-represented
1 51 0.16 75 0.14 0.84 Under-represented
2 78 0.25 130 0.24 0.97 Under-represented
3 37 0.12 82 0.15 1.24 Over-represented
4 41 0.13 71 0.13 1.01 Over-represented
5 49 0.16 89 0.17 1.05 Over-represented
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Table 6

Group representation values of users groups at different position discussions of religion and medicine issue

Group no R1: GR value R2: GR value R3: GR value R4: GR value
0 1.01 1.07 0.96 1.13
1 0.76 0.70 0.85 0.85
2 1.09 1.10 0.98 1.01
3 1.13 1.19 1.25 1.05
4 0.98 1.00 1.00 0.85
5 0.99 0.93 1.05 1.09

Table 7

Statistics of different user groups for same sex couples and adoption issue

Group no Group size S1: Value S2: Value S3: Value S4: Value
0 37 0.62 0.3 −0.10 −0.6
1 95 −0.73 −0.6 −0.69 0.9
2 110 −0.79 −0.55 0.2 0.8
3 66 −0.20 0.08 0.15 0.48

group in the discussion. This group contributes only 14% of the discussion content while they comprise
16.6% of total user space.

Table 6 contains summarized Group Representation (GR) values of in the discussion of position 4
(R1), position 5 (R2), position 6 (R3), and position 7 (R4). From the results, we can see that group
4 is the most over-represented in the discussions of Religion and Medicine issue. This group is over-
represented in all the discussions at four positions under this issue. Whereas, group 1 is always under-
represented in any discussion of this issue. The other groups are over-represented in some positions,
while under-represented in other positions.

5.3.3. Result on same sex couples and adoption issue
There are four user groups (Group 0, Group 1, Group 2, and Group 3) in this issue. Table 7 contains

the opinions of these user groups in the discussion of position 8 (S1), position 9 (S2), position 10 (S3),
and position 11 (S4). Only Group 0 holds conservative opinions on the Same Sex Couples and Adoption
issue. This group agrees that same-sex couples should not be allowed to adopt children legally and not
be treated as heterosexual couples. Whereas Group 1, Group 2, and Group 3 hold liberal opinions on this
issue. They support equal treatment of same-sex and heterosexual couples regarding adopting children.
Also, they oppose any legal forbidding for same-sex couples to adopt children. However, they differ how
strong their opinions are. Group 1 has the strongest, Group 2 has in the middle, and Group 3 has the least
strong opinions in the liberal viewpoint on this issue.

Table 8 contains the group representation results of user groups in the discussion of position 10. In
this issue, we have four user groups. Group 0 and Group 1 are the over-represented groups; Group 1
and Group 2 are the under-represented user groups. Group 3 is the most over-represented user groups; it
contributes more share of discussion content (27%) than its share of total user-space (21.4%). Group 2
is the most under-represented user group in the discussion. This group contains the largest share (35%)
of total users but does not contribute proportionally to the discussion content. It only provides 31.5% of
the total discussion content.

Table 9 contains summarized Group Representation (GR) values of in the discussion of position 8
(S1), position 9 (S2), position 10 (S3), and position 11 (S4). From the results, we can see that Group
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Table 8

Group representation of different user groups for same sex couples and adoption issue at position 10

Group no Group
size

Group
percentage

Number of
arguments

Argument
percentage

Group
representation

Representation

0 37 0.12 74 0.13 1.07 Over-represented
1 95 0.31 163 0.28 0.92 Under-represented
2 110 0.36 182 0.31 0.88 Under-represented
3 66 0.21 157 0.27 1.27 Over-represented

Table 9

Group representation values of users groups at different position discussions of same sex couples and adoption issue

Group no S1: GR value S2: GR value S3: GR value S4: GR value
0 1.23 1.01 1.07 1.05
1 0.90 0.84 0.92 1.02
2 0.92 0.96 0.88 0.98
3 1.15 1.28 1.27 0.97

Table 10

Statistics of different user groups for government and healthcare issue

Group no Group size H1: Value H2: Value H3: Value H4: Value
0 115 0.44 0.38 −0.07 0.27
1 50 0.61 0.46 −0.56 −0.43
2 43 0.38 −0.48 −0.18 −0.62
3 70 −0.23 0.2 0.24 0.2
4 30 −0.36 0.6 −0.41 0.75

0 is the most over-represented in the discussions of Same-sex couples and adoption issue. This group
is over-represented in all the discussions at four positions under this issue. Whereas, Group 2 is always
under-represented in any discussion of this issue. The group representation results for Group 1 and
Group 3 are opposite to each other. Group 1 is under-represented in S1, S2, and S3, whereas group 3 is
over-represented in these positions. Group 3 under-represented in S4, and Group 1 is over-represented
in the discussion of this position.

5.3.4. Result on government and healthcare issue
There are five user groups (Group 0, Group 1, Group 2, Group 3, and Group 4) in this issue. Ta-

ble 10 contains the opinions of these user groups in the discussion of position 12 (H1), position 13
(H2), position 14 (H3), and position 15 (H4). Group 2 strongly agrees for individuals’ health insurance
requirements and guaranteed health coverage for everyone from the government. Whereas, Group 4’s
opinion does not incline toward government involvement. They moderately oppose the requirement for
health insurance and any government help in the health coverage. Group 1 also moderately opposes
government health insurance requirement, but they agree with moderate support from the government
on paying health insurance. Group 0 and Group 3’s opinion incline toward support from Government for
Health Insurance. They more agree that the government should require health insurance for individuals
and help pay for it. Group 0 agrees for a fine in uninsured individuals, whereas Group 3 does not.

Table 11 contains the group representation results of user groups in the discussion of position 14.
Group 0 is the largest in user size and the only under-represented user group in the discussion. Group 0
covers 38% of total users but only contributes 27% of the total discussion content. All the other groups
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Table 11

Group representation of different user groups for government and healthcare issue at position 14

Group no Group
size

Group
percentage

Number of
arguments

Argument
percentage

Group
representation

Representation

0 115 0.38 149 0.27 0.72 Under-represented
1 50 0.16 102 0.19 1.15 Over-represented
2 43 0.14 83 0.15 1.11 Over-represented
3 70 0.23 158 0.29 1.27 Over-represented
4 30 0.09 55 0.10 1.07 Over-represented

Table 12

Group representation values of users groups at different position discussions of government and healthcare issue

Group no H1: GR value H2: GR value H3: GR value H4: GR value
0 0.80 0.67 0.72 0.74
1 1.06 1.10 1.15 1.14
2 1.27 1.18 1.11 1.32
3 1.10 1.21 1.27 1.12
4 1.09 1.38 1.07 1.05

are over-represented in the discussion, although being smaller in size in this discussion. They contribute
more content in the discussion than their proportional user coverage in the discussion.

Table 12 contains summarized Group Representation (GR) values of in the discussion of position 12
(H1), position 13 (H2), position 14 (H3), and position 15 (H4). From the results, we can see that Group
0 is under-represented in all the discussions of this issue. Group 0 is the largest user group out of all
these five groups. It contains around 38% of the total user space. So, a major share of users does not
contribute proportional arguments in the discussions of this issue. The minority user groups contributed
arguments in the discussions more than their proportional user coverage. So, all the other groups are
over-represented in the discussions of this issue.

6. Discussion

The CSCCF model outperformed other comparable models in predicting opinion across issues. We
think the main reason is because of people’s similarity in terms of their values, as described by
Schwartz’s theory of basic human values [52]. Political leanings on social issues such as conservative,
liberal, moderate conservative, moderate liberal, etc. and their stance on religion are few of the issues
inferred from their values. In our system, different positions across issues are designed to capture certain
opinionated perspectives or political leanings. Although these positions are in different issues, they are
correlated with their political leanings and perspectives. Generally, people gravitate towards a particu-
lar opinionated perspective on the issue based on their political leanings or political party association
such as democratic, republican, etc. Their perspectives across issues are generally consistent. Our model
CSCCF captures this information using the correlation between the positions across different issues to
predict user opinion in a non-participated position of related issue.

CSCCF has the limitation of data items being correlated with each other in some way. If there is a
strong correlation between data items, then CSCCF would produce good accuracy. But if the data items
are not correlated at all, CSCCF will filter out all data items and not make predictions. As described in
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the experiment section, determining the threshold correlation value would be a good idea before using
the model to enforce validity and high accuracy. We think the CSCCF model can be a good fit for the
scenario where there is a scarcity of available data to learn about the individual user, and the data items
are globally correlated in some way. When the overall user data space is sparse, a global correlation
might help the prediction models handle the data sparsity problem.

Opinion prediction can help to analyze the collective opinion. Suppose we want to identify an individ-
ual user’s collective opinion, telling us whether the user holds a conservative or liberal perspective on an
issue. Our system contains discussions on different political perspectives on an issue such as conserva-
tive, lean conservative, lean liberal, and liberal positions. A user can participate in any of the discussions
of these positions and provide their opinions. From our analysis, some users have full participation and
consistent opinions across all positions under an issue. These users can be categorized as ‘conservative’
or ‘liberal’ users straightforwardly, and how strong their perspectives are, such as ‘strong-conservative’
or ‘lean-liberal’ etc. can also be estimated. For example, a ‘strong-conservative’ user might support the
conservative position more strongly than the lean-conservative position and disagree with the liberal po-
sition more strongly than the lean-liberal position. A ‘lean-conservative’ user might agree more strongly
with the lean-conservative position than the conservative one. Users in the ‘overall in the middle’ neither
agree/disagree on the conservative/liberal positions. Some users do not have consistent opinions across
the positions for this kind of categorization despite having full participation in the positions. For exam-
ple, users who strongly agree/disagree with both conservative and liberal positions, or users who agree
with lean conservative and liberal positions fall in this type. We need to carefully analyze these users,
possibly with some additional information, before categorizing them as conservative or liberal. Most of
the users do not participate in all the positions under an issue. This analysis is difficult for these users
if we only consider their opinions from the participation data only. Suppose a user participates in the
‘conservative,’ ‘lean conservative,’ and ‘lean liberal’ position but does not participate in the ‘liberal’ po-
sition. Without knowing the user’s opinion on the liberal position, we would not be able to tell whether
the user has consistent opinions across the positions to be categorized as conservative/liberal straightfor-
wardly, or such analysis would require additional information. Knowing a user’s opinions on all the four
positions can help us to analyze in these cases. The opinion Prediction model can help us get complete
user-opinion information and thus explore the collective user opinion on an issue.

Opinion prediction can help us retrieve group-related collective intelligence from the argumentation
environment’s underlying discussion. Group representation is an example of this kind of collective intel-
ligence, which measures whether a user group is over-represented or under-represented in the discussion.
Some other examples include intra-group and inter-group interaction in the argumentation environment.
Intra-group analyses how the group members interact with each other within the group. This analy-
sis measure whether the group members are supporting or attacking each other and with what degree.
Whereas, inter-group analyses the collective interaction between different opinionated user groups and
measures whether they support/attack each other and with what degree as a collective entity. These col-
lective intelligence analysis models require participating users to be grouped based on their opinions
on the positions. Missing opinion values in the dataset or imputing them with lower accurate predicted
values hampers the user grouping process and introduces error and bias in the analytical models on the
groups afterward [69]. With reasonable accuracy, our opinion prediction can help us to retrieve missing
opinions so that the users can be grouped more precisely. And with better user groups, group related col-
lective intelligence can be retrieved more accurately from the underlying discussion in the argumentation
environment.
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CSCCF Opinion prediction model can help us to achieve user groups with defined characteristics.
Once we have defined user groups, we can use these user groups for different group related analytical
models, group behavior, activity, and interaction within the group and with other groups in our argu-
mentation platform. Analysis of these events will enable us to analyze these phenomena effectively and
use the findings and teachings from these analyses into different models developed in our argumentation
platform.

The opinion prediction model can help measure any potential change in the collective opinion of
a discussion. We can measure the collective opinion of a discussion averaging the opinions from its
participants. We can measure how much this value changes after incorporating the predicted opinions.
Also, the number of non-participants needs to participate in the discussion for a potential shift in the
discussion’s collective opinion.

Unfortunately, our model can not handle the cold-start issue for a new user or item. When a new user
comes in, there would not be any element in the opinion vector, so the CSCCF model would not find
any similar user based on the opinion vector’s content. Also, if we add a new position, we wll also not
make any predictions as we would not find any co-related positions in the dataset. So, the CSCCF model
can not provide any predictions for a new user or position. However, in the future, we plan to incorpo-
rate static or content-based information from the new user or position, such as user’s demographic or
network information, parent issue on which the position is based, the political perspective of the new
position, etc., into the CSCCF model. This information will allow us to utilize content information to
make predictions for new user or item.

7. Related work

7.1. Mining argumentation data in cyber-argumentation

Researchers worked on different techniques to analyze how users interact with each other by mining
the cyber-argumentation platform’s underlying discussion data. One of the critical works in this area
explores the agreement/disagreement between the users by examining users’ argumentation history or
replies to each other. Usually, researchers use different learning-based and topic modeling-based ap-
proaches, along with additional information to measure the agreement/disagreement [13,36,39]. For ex-
ample, linguistic and social media features such as agreement terms, sentiments, emoticons, post length
along with the integration of meta-information such as conversation structure, lexical stylistic features,
etc. [1,13,36,39,49] to detect the agreement/disagreement. This computed agreement value is used in
different social phenomena analyses in the argumentation environment. User interactions analysis [40],
subgroup detection [19], power difference [9], tolerance analysis [41], etc. are some of the examples of
such social phenomena. We did not use any computational methods to measure the agreement between
two users or between their replies in our system. Instead, users numerically mention how much they
agree with the parent argument when they reply to an argument in our platform. This process invali-
dates the need for computationally mining the agreement values between arguments. Also, it does not
incorporate any error associated with these computational techniques in agreement value measurement.
In summary, we did not use any mined agreement values in this work; we used explicit user agreement
values to predict user opinion values in the missing positions in which they did not participate.
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7.2. Opinion analysis on argumentation platform

Various research works focused on mining and analyzing user opinion from underlying discussion
data in the cyber argumentation system. These works mostly focused on analyzing the impact of inter-
action with different opinionated people and how it affects their overall opinion, such as Opinion space
[11] and Considerit [23]. Some platforms such as Citizen report card [43], Open Town Hall [62], and
California report card [34] focused on surveying collective user opinion on vital issues from a public
service perspective. In these systems, users don’t have a lot of ways of interacting with others, so there is
less opportunity to exchange views and ideas effectively [42]. So, we used our interactive ICAS platform
to analyze and predict user opinion. These platforms analyzed collective user opinion from actual user
participation data only. None of these platforms predicted user opinion in the non-participated issues.

7.3. Opinion prediction on social media

Social media data is often used to predict collective user attitudes or opinions. Researchers have
crawled political discussion data to identify the users’ political stance [6] or to predict a particular po-
litical outcome [64]. Researchers have also used social media data to predict user reactions on different
social events, such as the 2015 Paris Terror Attack [33]. Many researchers used social media data to
predict users’ opinions on important issues/people using different algorithms (see [12,38,57] for exam-
ples). These works mostly looked at predicting an individual or group’s opinion on a single issue using
the related textual content on that issue only. One of the significant differences is that these works did
not use user opinion in one or multiple issues to predict user opinion in another issue like our opinion
prediction method presented in this paper.

In contrast to argumentation platform data, social media data are vast, noisy, unstructured, and dy-
namic in nature [17]. Often people use Natural Language Processing (NLP) on it to identify user opin-
ion. However, ambiguity, implicit opinion expression, and domain-specific ideas make NLP based ap-
proaches ineffective in many cases [8]. Our system allows users to explicitly state their agreement values,
enabling us to mine user opinion from numerical agreement values avoiding opinion extraction using
NLP.

7.4. Multi-issue opinion prediction

To our knowledge, little work has been done in opinion prediction across multiple issues. The PMF
approach is used to fill out a user-opinion matrix on different issues or topics [45]. However, this was
an intermediate step of predicting the polarity of interaction between users, and the authors did not
evaluate the accuracy of the prediction step. [16] used collaborative filtering to predict the user’s opinion
on important political topics; then the users were clustered into political parties. In a follow-up paper
[46] they used topic distribution from user arguments, user interaction, and profile data to infer a user’s
stance on an issue. The model was based on the idea that users with similar topic distribution in their
arguments will have a similar opinion on an issue. Each issue only had two positions in their system, and
users can only agree or disagree with it. Whereas in our system, each issue can have multiple positions
representing different viewpoints or solutions on the issue, and the user can agree or disagree with a
position with a level of agreement with it. Their process includes topic modeling as a step; however,
topic modeling is computationally expensive and requires predefined parameter tuning like the number
of topics. Also, each time user adds a new argument, the topic distribution needs to be generated again.
Our model does not require a computationally expensive operation to infer the user’s updated agreement
value.
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7.5. Variations of collaborative filtering

A memory-based collaborative filtering algorithm calculates the similarity between users/items from
the whole or subset of the dataset and generates prediction from top similar neighbors. Similarity mea-
surement between users/items and predicting ratings from top similar ones are the two main ways these
algorithms differ. One of the significant differences between these collaborative filtering algorithms is
how they calculate the similarity between users or items. One popular approach measures the correla-
tion value between two users or items from their associated historical data and uses it as the similarity
value between users or items [59]. The more correlated these values are, the more similar they are in
these collaborative filtering based methods. Pearson Correlation, Spearman rank correlation, Kendall’s
tau correlation, Constrained Pearson Correlation are some examples of this approach. Another popular
approach uses the user or item vector and measures the cosine similarity among them [59]. Researchers
applied different modifications with these basic approaches. Some examples are the use of rank, mean,
median etc. values instead of rating values [15,21], emphasizing high weights and punishing low weights
[7], the number of common rated items by users [28], whether the rated items are universally liked [50]
etc. in the similarity calculation. Model-based collaborative filtering methods implement different clus-
tering methods in CF [18], dimensionality reduction such as SVD, PCA based CF [5,44], Bayesian
belief net-based CF [58] in the collaborative filtering mechanism. Hybrid collaborative filtering meth-
ods combine memory-based, model-based, or content boosted CF algorithms [35] together to improve
the performance. According to our knowledge, no similarity method uses globally calculated corre-
lation values of items as weight in cosine similarity measurement, like our method presented in this
paper.

However, the correlation value has been used in collaborative filtering approaches, but mostly between
different data domains, not within a single data domain. Some of the examples of these approaches
are Collective Link Prediction, Multi-domain Collaborative Filtering [26]. These methods use different
learning-based methods to exploit domain correlation. Correlation values are also used when an entity
or user participates in multiple relations with different data items in the collective or relational matrix
factorization method [54]. Cross-domain CF models also use this matrix factorization approach via a co-
ordinate system transfer method [26]. Although these methods use correlation, they are computationally
expensive and generally used for data items that vary in multiple domains, or user-data items correspond
to numerous relations. And in our case, user-data items correspond to a single relationship, and correla-
tion is used within one data domain, and overall our method is computationally inexpensive compared
to these models.

Deep learning-based models have also been used in collaborative filtering techniques. [20] used a
multi-layer perceptron to identify the latent features associated with users and items and their rela-
tionship with the feedback/rating matrix for collaborative filtering tasks. [67] developed a hierarchical
Bayesian model that uses a stacked denoising autoencoder [65] to formulate the deep representation
of features and learn about the CF information. [27] integrated stacked denoising autoencoder [65] with
probabilistic matrix factorization for the latent representation of contents. Deep learning approaches have
also been used to retrieve hidden features from content, such as contextual information of items [68] for
the CF-based recommendation. Overall, these models usually perform deep representation and learning
of the content, user-item interactions, and relationships through deep learning approaches required for
CF tasks.
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7.6. Clustering with missing values

Clustering algorithms generally struggle to analyze and find groups in a dataset with missing values.
Typically, clustering algorithms handle missing values as a preprocessing step, either by ignoring data
with missing values or filling missing values with imputed values. Missing values imputation is a com-
mon and challenging issue in the data mining field. Popular approaches fill the missing values manually
or replace them with global constant or mean of the object [69]. Observed mean, median values for the
features are used to fill the missing values in the dataset [66]. Another approach is to model the data
distribution and fill the missing values using the data distribution [66]. Missing values are also imputed
from the closest matching patterns or other information of the pattern [51]. Regression-based imputation
uses the predicted values from a regression analysis [51]. The similarity of users or items in the data
is also used to predict the missing values [14]. Different Neural net, probabilistic models, collaborative
filtering, and matrix factorization based approaches have also been used to impute the missing values.
The marginalization approach ignores the data with missing values, but that limits the analysis scope
[69].

8. Conclusion

In this research work, we developed a multi-issue opinion prediction method for a large scale cyber
argumentation platform. Our method predicts how much a user would agree/disagree with a particular
position on an issue using similar user and opinion correlations between different positions on related
issues. To our best knowledge, this is the first attempt to estimate partial user agreement in a cyber-
argumentation platform. We evaluated our model’s accuracy and compared with other baseline predic-
tions methods with different experiment analysis. Our model achieved high accuracy and outperformed
other baseline models with a Mean Absolute Error (MAE) value of 0.133. In this work, we also evalu-
ated different scenarios that can impact the model’s prediction accuracy, such as the number of positions
being predicted, degree of correlation, performance on smaller training data, etc. As our model exploits
correlation values, we evaluated the performance of comparison models on the preprocessed and fil-
tered dataset by different correlation degrees to demonstrate that the CSCCF model uses the opinion
correlation better than other comparable models. In this work, we also analyzed group-representation
phenomena to demonstrate how our CSCCF opinion prediction model can be used in our system. Our
method exploits the correlation values of different issues being discussed on the platform to achieve
high accuracy, so if the issues are not correlated at all, our model will not work. The opinion relation-
ship between issues needs to be considered before using the CSCCF model. In a cyber-argumentation
environment, our model can be used to estimate user’s opinions with high accuracy on related issues on
which they did not express their opinion explicitly. The predicted opinion values can also help assess
different collective intelligence more effectively, especially when the user participation is incomplete in
a multi-issue cyber argumentation platform.
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